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ABSTRACT: Statistical modelling is of prime importance in each and every sphere of data analysis. This 

paper reviews the justification of fitting linear model to the collected data. Inappropriateness of the fitted model 

may be due two reasons 1.wrong choice of the analytical form, 2. Suffers from the adverse effects of outliers 

and/or influential observations. The aim is to identify outliers using the deletion technique. In I extend the result 

of deletion diagnostics to the ex- changeable model and reviews some results of model analytical form checking 

and the technique illustrated through an example.  
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I. INTRODUCTION 
In fitting a regression model to a given data set it is vital to know how good the t is. Use of the model, 

and particularly predictions based on it, requires that the fitted model is compatible with the data. However, 

there may often be observations which are different from the others. These outliers frequently havean inordinate 

Influence on least squares estimates. And quite often an outlier may neither show large residuals nor exhibit any 

influence on the regression line. But outliers need to be detected not only because they may affect the t but also 

because they may lead to valuable information regarding the data. To this effect, diagnostics play an important 

role in regression analysis (see for example Belsley, Kuh and Welsch (1980), Chatterjee and Hadi (1988) or Sen 

and Srivastava (1990)). These diagnostics provide various ways of studying the residuals and assessing the 

impact of the respective observations on the regression line. Initially, diagnostic studies used the deletion of 

observation technique to assess this impact. In recent years Cook's (1986) method for assessing the local 

influence through model perturbation has also been used by several authors. However, most of the studies thus 

far conducted have been restricted to models having uncorrelated disturbances with constant variances. But as 

has been frequently observed, the dispersion matrix may not be spherical. In such cases it is necessary to apply 

the generalized least-squares method to estimate the parameters of the model. Hence the usual regression 

diagnostics need to be modified too. [1] Beach and MacKinnon (1978) circumvent this problem by developing a 

computationally efficient technique for maximizing the full likelihoodfunction for an auto correlated linear 

regression model. In the generalized least-square context, Putterman (1988) studied the influence of the first 

transformed observation on the parameter estimates. However, Kim and Huggins (1998) claim that the deletion 

approach is inappropriate in studying the di- agnostics in a regression model with auto correlated errors. They 

discuss the effects of simultaneous perturbation of the response vector on all the parameters as also the 

autocorrelationcoefficient. Sharing their concern, Tsai andWu (1992) used the pro le likelihood function to 

examine the diagnostics through the effects of small perturbations. Schall and Dunne (1991) use a similar tech- 

nique to study a regression model where the disturbances follow the ARMA model. 

 

and device some remedial procedure for estimation. Sen Roy & Guria (2009) We introduce the model and 

outline parameter estimation in Section 2, their justifications are discussed in Section 3. Diagnostics for 

exchangeable model are derived in Section 4. A numerical example is given in Section 5. 

 

II. THE MODEL 
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III. JUSTIFICATION 
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Table 1: Showing AIC values for different choices of model 

 
 

Hence, we proceed for the diagnostic results for exchangeable model. 

 

 
 

 

IV. The Main Results 
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V. NUMERICAL RESULT 

 
 

Table 2: Calculated DFFITS values 
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Further Study 
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