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Abstract 
Structure Equation Model (SEM) is one of multivariate models for describing relationships among a set of 

substantively meaningful variables. The issue of how the model that best represents the data reflects underlying 

theory, known as model fit, is by no means agreed. 

The present study aimed to find out the effect of the weights used in transforming the original data to improve the 

fit of the model within the framework of structural equation modeling. The weighted values ranged from 0.1 to 

0.95, and the sample sizes were 50, 100, 200, 500, and 1000. The study also examined the performance of the 

weighted values across the symmetric, positive and negative skewed distributions. To achieve this goal, a Monte 

Carlo simulation study was carried out using the python language with 500 iterations performed for each weight 

and sample size. 

The results showed that the 𝑝 − 𝑣𝑎𝑙𝑢𝑒 gets better in the weighted data in compare with the values in the case of 

the original data, with the weights 𝑊 =  [0.2 , 0.8] for the left skewed distributions, 𝑊 =  [0.3 , 0.9] for the 

symmetrical distributions and 𝑊 =  [0.75 , 0.85] for the right skewed distributions. Also the results show that 

the larger the sample size, the greater the number of cases that achieve a better p-value with the weighted data. 

The results also showed that the value of 𝐺𝐹𝐼 𝑎𝑛𝑑 𝑅𝑀𝑆𝐸𝐴 gets better in the weighted data in compare with the 

values of the case of the original data, with the weights 𝑊 = [0.1 ,0.2] ∪ 𝑊 = [08 ,0.9] for the left skewed 

distributions and 𝑊 = [0.3 ,015]  ∪ 𝑊 = [09 ,0.95] for the symmetrical distributions and 𝑊 = [07 ,0.85] for 

the right skewed distributions. Also the results show that the larger the sample size, the lower the number of cases 

that achieve better GFI and RMSEA with the weighted data. 
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I. An Introduction 

Structural equation Models (SEMs) are well-known component of the methodological arsenal of the 

social sciences. SEMs are highly preferred because of their versatility in a wide variety of research situations. 

Much of their attractiveness stems from their generality. SEM has increasingly been seen as a useful quantitative 

technique for specifying, estimating, and testing hypothesized models describing relationships among a set of 

substantively meaningful variables . 

SEMs allow consideration of simultaneous equations with many endogenous variables. SEM is used in 

the analysis of causality in the testing of theoretical models and is also used in the evaluation of the relationship 

between variables in the health, economics, social and behavioral sciences, and sport sciences (Golob, 2003) . 

The purpose of the SEM is to explain the simultaneous relationship between latent (unobserved) 

structures measured by one or more observed (manifest) variables and to determine how far the theoretical model 

fits the sample data. In summary, the aim of establishing structural equation modeling is to find the model that 

best fits the data (Schumacker and Lomax, 2004). 

The most general structural equation modeling is composed of three parts: the structural portion linking 

the latent variables and two measurement parts specifying how the observed exogenous/endogenous variables 

relate to the latent exogenous/endogenous constructs. The fundamental hypothesis of these structural procedures 

is that the covariance matrix of the observed variables is a function of a set of parameters. If the model was correct 

and if I know the parameters, the population covariance matrix would exactly be produced. This fundamental 

hypothesis cam be formalized in the following equation: 𝚺 = 𝚺(𝛉), where 𝚺(𝐬𝐢𝐠𝐦𝐚)is the population covariance 

matrix of observed variables, and 𝛉 (theta) is a vector that contains the model parameters, and 𝚺(𝛉) is the 

covariance matrix written as a function of 𝛉.  
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In SEM, the model implied covariance matrix 𝚺(𝛉), a matrix function of model parameters 𝛉, is usually 

computed to estimate the model. And the model parameter estimates are obtained by minimizing the discrepancy 

between 𝚺(𝛉)and the sample covariance matrix 𝐒 (Liu, Jin, and Zhang, 2018). 

The first component of the structural equations is the latent variable model: 

𝛈 = 𝚩𝛈 + 𝚪𝛏 + 𝛇 

𝛈 the vector of latent endogenous random variables is 𝐦 ×  𝟏; 𝛏 the latent exogeneous random variables 

is 𝐧 × 𝟏; 𝚩is the 𝐦 × 𝐦 coefficients matrix showing the influence of the latent endogenous variables on each 

other; 𝚪is the 𝐦 × 𝐧 coefficient matrix for the effect of  𝛏  on 𝛈.The matrix (𝚰 −  𝚩) is nonsingular. 𝛇 is 

disturbance vector that is assumed to have an expected value of zero and which is uncorrelated with 𝛏.  

The second component of the structural equations is the measurement model” 

𝐲 = 𝚲𝐲𝛈 + 𝛆 

𝐱 = 𝚲𝐱𝛏 + 𝛅 

The 𝐲 (𝐩 ×  𝟏) and the 𝐱 (𝐪 ×  𝟏) vectors are observed variables, 𝚲𝐲(𝐩 ×  𝐦) and 𝚲𝐱(𝐪 ×  𝐧) are the 

coefficient matrices that show the relation of y to 𝛈 and 𝐱 on 𝛏, respectively, and 𝛆(𝐩 ×  𝟏) and 𝛅(𝐪 ×  𝟏) are 

the error of measurement for 𝐲 and 𝐱, respectively. The errors of measurement are assumed to be uncorrelated 

with  𝛈 and 𝛏 and with each other. The expected values of 𝛆 and 𝛅 are zero.  

According to Bollen and Long (1993) five steps characterize most applications of SEMs: (1) model 

specification; (2) identification; (3) estimation; (3) testing fit; and (5) respecification. Model specification refers 

to the initial model that a researcher formulates prior to estimation. This model is basis on one’s theory or past 

research in the area. Identification determines whether it is possible to find a unique values for the parameters of 

the specified model. There are different several estimation methods available. Selection of estimation techniques 

is often determined by the distributional properties being analyzed. After the estimation are obtained, the 

researcher can test whether the model is consistent with the data. If so, the process can stop after the fourth step. 

However, in many cases, the model can be improved the through respecification. Once respecified, steps 2 through 

5 may be repeated, often multiple times.  

Although, the five steps are important, testing model is the most important step. Therefore, Gerbing and 

Anderson (1993) argued that the main goal of SEM is to find a model that fit the data well. The empirical 

assessment of proposed model is a vital aspect of the theory development process, and central to this assessment 

are the values of goodness of fit indices obtained from the analysis of the specified model. Models are fitted to 

data inanattempt to understand underlying processes that have been operating. Models to be useful, they should 

be parsimonious and clearly understood. Models with superfluous parameters that assume meaningless values are 

clearly to be avoided. 

The difficulty is that the fit of the model can usually be improved by increasing the number of parameters, 

leading to the temptation to include meaningless parameters that are employed only to give an impression of 

goodness of fit. There thus is a conflict between the two desirable characteristics of a model: interpretability and 

goodness of fit (Brown &Cudeck, 1993).  

Therefore, the purpose of the present study is to search for weighted values to transform the data in order 

to improve the goodness of fit indices within the framework of the structural equation modeling, and to explore 

the relationship between the performance of the weighted values and sample sizes and negative and positive 

skewed normal distribution of the data. 

Dependent variables in the present study was a selection of fit statistics and indices commonly produced 

in SEM procedures. First, the normal theory chi-square (𝛘𝟐) statistic, being computed as 𝛘𝟐 = (𝐍 − 𝟏)𝐅, 

represents a likelihood ratio test of the discrepancy between 𝐒 (observed Covariance matrix) and 𝚺 (Implied 

Covariance Matrix). Also normed chi-square which is computed as 𝛘𝟐/ 𝐝𝐟 where df is the degree of freedom. 

The goodness-of-fit index (𝐆𝐅𝐈; Joreskog & Sorbom, 1989) measures the amount of variance and 

covariance in 𝐒 accounted for in 𝚺(𝛉) and is calculated as: 

𝐆𝐅𝐈 = 𝟏 −
𝐅𝐤

𝐅𝐬

 

Where 𝐅𝐤 refers to the overall fit of the analyzed model and 𝐅𝐬 refers to the fit associated with 𝐒. Final 

values of the 𝐆𝐅𝐈 range from .00 to 1.00 with higher values interpreted as indicating better model fit.  
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The final fit index to be examined in the present study is the root mean square error of approximation 

(𝐑𝐌𝐒𝐄𝐀; Steiger, 1989), a population-based index. With a specific parsimony adjustment, the 𝐑𝐌𝐒𝐄𝐀 does not 

include a comparison to a null model and can be given as 

𝐑𝐌𝐒𝐄𝐀 = √ 𝐅𝟎

^

𝐝𝐟𝐦

 

Where,  

𝐅𝟎

^

= 𝐦𝐚𝐱 [
(𝐓𝐦 − 𝐝𝐟𝐦)

𝐍 − 𝟏
, 𝟎] 

Interpretation of the 𝐑𝐌𝐒𝐄𝐀 defines a perfect model at a value of zero with higher values indicating less 

acceptable levels of fit. In addition, 𝐑𝐌𝐒𝐄𝐀 possesses the increased advantage of being susceptible to the 

calculation of confidence intervals. 

II. The Objective of Study:- 

This study aims to improve the structural equation modeling by converting the data into weighted and 

then estimating the parameters using the maximum likelihood estimator, finding goodness fit indicators and 

comparing them with the results of the model before converting the data. 

The data was converted into weighted by using Maturi and Abdelfattah (2008), Their presented a new weighted 

rank correlation which is more sensitive to an agreement in the top rankings. Their correlation coefficient (RW) is 

defined as follows: Let (Xi , Yi);  1 ≤ i ≤ n be an i.i.d. sample from a bivariate distribution and let (i, qi);  i =
 1, 2, … , n, be paired rankings of nobjects, where qiis the rank of the Y values whose corresponding X has rank i 
among all X values, the weighted scores is Wi  =  wi, where i is the rank of the order observations in a sample of 

size n and 0 < w < 1, then RWis given by 

RW = (∑ wi+qi − a1

n

i=1

) (na2 − a1)⁄  

Where a1 = w2(1 − wn)2 (1 − w)2⁄  and a2 = w2(1 − w2n) (1 − w)2⁄ . 

The weighted rank correlation provides a locally most powerful rank test. 

In order to achieve the study objectives, we worked on the following:  

1. Propose a novel methodology for the parameter estimation of SEM.  This methodology weights the input 

data, so the covariance matrix S is changed, consequently, a new parameter estimation optimization is starting to 

make model variance-covariance matrix Σ close as possible to sample variance-covariance matrix of weighted 

data input (S).   

2. Design and implement a simulation models to study the effect of weighting data on fit indicators of the 

Six Sigma Structural Equation modeling. The main roles of the simulation is to study the effect of  the weight’ 

value, sample size, and input data distribution  on SEM model performance, so the simulation will use: 

• Different weights’ values. 

• Different Data Sizes. 

• Different data distributions. 

3. The simulation will measure the fit indicators values: p − value, GFI and RMSEA to illustrate effects of 

weight’ values, sample size, and data distribution on these indicators. 

This study aims to improve the structural equation modeling by converting the data into weighted and 

then estimating the parameters using the maximum likelihood estimator, finding goodness fit indicators and 

comparing them with the results of the model before converting the data. 

The steps of the fitting process in in SEM model are: 

1- Read the data. 

2- Read the model definition. 

3- Constructing SEM model. 

4- Initiating model parameters that connect the model’ variables. 

5- Appling optimization algorithm. 
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6- Measure the fit statistics indicators and determine the system status ( Fail Or Success). 

The proposed model can be used in case of fail status. The model converts the data into weighted data 

and complete the fitting process in In SEM model as follow: 

7- If the statues is “Fail” Then   call Weighted process. 

Weighted process 

1- Get first weight w. 

2- Converting the data by wx. 

3- Initiating model parameters that connect the model’ variables.  

4- Applying optimization algorithm. 

5- Measure the fit statistics indicators and determine the system status ( Fail Or Success). 

6- If the statues is “Fail” Then: 

a. get next weight  

b. Go to 2 

III. Research Hypotheses 

The main research has three Hypotheses: "The weighting of data can enhance the SEM performance". 

Source of this hypothesis: the idea of weighted rank correlation that introduced in (Maturi and Abdelfattah 2008). 

IV. Problem Definition 

Structural Equation Modeling (SEM) is a type of system of equations that is designed to deal with multiple related 

equations simultaneously. The main core of SEM is the parameter estimation in model implied variance-

covariance matrix S that are close as possible to sample variance-covariance matrix of data input (S). 

The bottleneck of the SEM models is to find a model that fit the data well due to: 

• The complicated structure of SEM, 

• The whole numbers of SEM’ parameters. 

V. Research Questions 

1) Are there weighted values that can be used to fit the hypothetical model better than the original data? 

2) Is the performance of the weighted values affected by the different sample size? 

3) Is the performance of the weighted values affected by the distribution of the simulated data? 

VI. Experimental Results and Analysis  

The research uses the Six Sigma-SEM model that introduced in (Al-Ghamdi, 2021).  Figure 1 shows the 

specified model. The model has three latent variables (ξ , η1, η2) incorporated. The variables η1, and  η2 are 

operationalized in a formative way, but variable ξ is in a reflective way.  

The construction of the model requires number of variables, paths between them and the error terms. 

Consequently, the following aspects need to be determined: 

• (10) variables are observed variables, exogenous variables 

• (24) variables are observed variables, endogenous variables. 

 

Figure(1): Six Sigma SEM-Model 
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The equations of model are: 

Measurement model 

x1 = ~ x11 +  x12 +  x13 +  x14 

x2 = ~ x21 +  x22 

x3 = ~ x31 +  x32 

 x4 = ~ x41 +  x42 

M1 = ~ M11 +  M12 +  M13 

M2 = ~ M21 +  M22 +  M23 

M3 = ~ M31 +  M32 +  M33 +  M34 

M4 = ~ M41 +  M42 +  M43 

M5 = ~ M51 +  M52 +  M53 +  M54 

y  = ~ y1 +  y2 +  y3 +  y4 +  y5 +  y6 +  y7 

ξ = ~ x1 +  x2 +  x3 +  x4 

η1  = ~ M1 +  M2 +  M3 +  M4 +  M5 

Regressions 

η1   ~ ξ  

η2 ~ η1 +  η2 

VII. Method  

Monte Carlo simulations have become common in evaluating statistical estimators for structural equation 

models. Monte Carlo simulations provide an excellent method for valuating estimators and goodness-of-fit 

statistics under a variety of conditions, including sample size, nonnormality, dichotomous or ordinal variables, 

model complexity, and model misspecification. 

 In the Monte Carlo method “properties of the distributions of random variables are investigated by use 

of simulated random numbers” (Gentle, 1985, p. 612). Typically, the asymptotic properties of an estimator are 

known, but its finite sampling properties are not. Monte Carlo simulations allow researchers to assess the finite 

sampling performance of estimators by creating controlled conditions from which sampling distributions of 

parameter estimates are produced. Knowledge of the sampling distribution is the key to evaluation of the behavior 

of a statistic. For example, a researcher can determine the bias of a statistic from the sampling distribution, as well 

as its efficiency and other desirable properties. Sampling distributions are theoretical and unobserved, however, 

so with the Monte Carlo method a researcher artificially creates the sampling distribution (Curran, Bollen, Kirby, 

and Cheen, 2001). 

Simulation study 

In this section, the researchers conduct a simulation study to evaluate the performance of the different 

weighted values across different sample sizes and distributional shaped (positive and negative skewed normal 

distributions). The researchers focus on how the weighted values affect the goodness of fit indices and compared 

the weighted data with the original data. The evaluation focused on the p-value, goodness of fit index (GFI) and 

Root mean square error of approximation (RMSEA).  

The simulation study was conducted using python with Semopy PACKAGE. The implementation is done 

using semopy package that stands for Structural Equation Models Optimization in Python.   

Simulation design 

The simulation system includes three manipulated factors: weighted values, sample size and distribution 

(normality & non-normality). The system outputs is the three inductors of the fitting of SEM model that are: P-

value, GFI and RMSEA. Figure 2 shows the simulation system. 
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Figure(2): Simulation design 

 

The system uses these weights’ values: 0.05(0.05) 0.95. The system uses these sizes’ values: 50, 100, 200, 

500, and 1000. The system uses three data distributions. 

Consequently, the manipulation design of the present study was original data and 18 (weighted values) × 

5 (sample size) and 3(data distributions) that equals 270 different data configurations. The system generates 500 

cases with each configuration (weight, size, data distribution). Thus, the system will generate a total of 135000 

cases, each with its own output of the three indicators values: P-value, GFI and RMSEA. 

VIII. Simulation Result: - 

There are two main experiments are done to:  

• Check the probability of succession the fitting optimization with data weighting 

• Study the enhancement of P-value, GFI and RMSEA of models with data weighting 

The experiments uses the three data distributions, nine sample sizes, and the forty weights 

The Success of the Model 

There are two cases for accepting SEM model: 

Case 1: P-value  ≥  0.5 

Case 2: If P-value <  0.5 , check the value of GFI and RMSEA. 

 GFI ≥ 0.9 and RMSEA ≤ 0.06 

So, the equation of success of SEM model is: 

 P-value ≥ 0.5   OR   GFI ≥ 0.9 and RMSEA ≤ 0.06 

Size 50:- 

Table (1): - Effect of weights on p-value, GFI and RMSEA in the original data if the distribution was (left 

skewed - symmetrical - right skewed) at the sample size of 50. 
Sample size = 100 ( iteration = 500) 

 Skewed of left Symmetric Skewed of right 

 p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

O.D 0 0 1 0 0 0 

0.1 0 0 0 0 0 0 

0.15 0 0 0 0 0 0 

0.2 0 0 0 0 0 0 

0.25 0 0 0 0 0 0 

0.3 0 0 0 0 0 0 

0.35 0 0 0 0 0 0 

0.4 0 0 0 0 0 0 

0.45 0 0 0 0 0 0 

0.5 0 0 0 0 0 0 

0.55 0 0 0 0 0 0 

0.6 0 0 0 0 0 0 

0.65 0 0 0 0 0 0 

0.7 0 0 0 0 0 0 

0.75 0 0 0 0 0 0 

0.8 0 0 0 0 0 0 

0.85 0 0 0 0 0 0 

0.9 0 0 0 0 0 0 

0.95 0 0 0 0 0 0 

O.D = original data. 

 

Distribution RMSEA 

Sizes 

Weights 
 

Simulation System GFI 

P-value 
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(1) 𝐏 − 𝐯𝐚𝐥𝐮𝐞 result 

Figure(3): - 

 

We note from Table (1) and Figure (3) that:- 

• P − value ≥  0.05 is achieved at 0 cases from the original data that have a left skewed distribution, with a 0%. 

We also note that after converting the data to weighted data, there was no case to achieve a P − value ≥  0.05. 

• P − value ≥  0.05  is achieved in one case of the original data that has a symmetric distribution, with a 0.2%. 

We also note that after converting the data to weighted data, there was no case to achieve a P − value ≥  0.05. 

• P − value ≥  0.05  is achieved at 0 cases from the original data that have a right skewed distribution, with a  

0%. We also note that after converting the data to weighted data, there was no case to achieve a P − value ≥
 0.05. 

(2) 𝐆𝐅𝐈 ≥  𝟎. 𝟗 𝐚𝐧𝐝 𝐑𝐌𝐒𝐄𝐀 ≤  𝟎. 𝟔 RESULTS 

Figure(4): - 

 
 

We note from Table (1) and Figure (4) that:- 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

P(p-value ≥ 0.05) with sample size 50 of different distribution

left symm right

-0.01

0.01

0.03

0.05

0.07

0.09

0.11

0.13

0.15

P(GFI ≥ 0.9 and RMSEA ≤ 0.06) with sample size 50 of different 
distribution

left symm right
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• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original 

data that have a left skewed distribution, with a 0%, and we note that after converting the data to weighted data, 

there is no case to achieve a GFI ≥  0.9 and RMSEA ≤  0.6. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6  is 0 cases from the original 

data that have a symmetric distribution, with a 0%. We also note that after converting the data to weighted data, 

there is no verification of GFI ≥  0.9 and RMSEA ≤  0.6. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 from the original data with 

a right skewed distribution, with a 0%. We also note that after converting the data to weighted data, there is no 

verification of GFI ≥  0.9 and RMSEA ≤  0.6. 

Size 100:- 

Table (2): - Effect of weights on p-value, GFI and RMSEA in the original data if the distribution was (left 

skewed - symmetrical - right skewed) at the sample size of 100. 
Sample size = 100 ( iteration = 500) 

 Skewed of left Symmetric Skewed of right 

 p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

O.D 167 0 153 0 160 0 

0.1 15 23 0 0 0 0 

0.15 63 7 40 63 0 0 

0.2 160 14 59 21 0 0 

0.25 153 0 105 9 0 0 

0.3 153 0 169 6 0 0 

0.35 157 0 165 0 0 0 

0.4 167 0 154 0 0 0 

0.45 161 0 160 0 0 0 

0.5 161 0 155 0 0 0 

0.55 157 0 159 0 0 0 

0.6 165 0 153 0 0 0 

0.65 153 0 160 0 0 0 

0.7 152 0 152 0 1 2 

0.75 152 3 157 0 3 14 

0.8 156 9 156 0 9 14 

0.85 54 4 150 0 5 8 

0.9 11 26 144 0 0 1 

0.95 0 0 13 42 0 0 

O.D = original data. 

(1) 𝐏 − 𝐯𝐚𝐥𝐮𝐞 result 

Figure(5): - 

 
 

We note from Table (2) and Figure (5) that:- 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

P(p-value ≥ 0.05) with sample size 100 of different distribution

left symm right
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• P − value ≥  0.05 is achieved in 167 cases from the original data that had a left skewed distribution, with a 

33.4%. We also note that after converting the data into weighted data, the weights started from w =  0.2 tow =
 0.8, achieving ratios close to or higher than the original data, where the number of cases is between 152 to 167, 

with a a rate ranging from 30.4% to 33.4%. 

• P − value ≥  0.05 is achieved in 153 cases from the original data that had a symmetric distribution, with a 

30.6%. We also note that after converting the data into weighted data, the weights started from w =  0.25 to w =
 0.9, achieving ratios close to or higher than the original data, where the number of cases is between 105 to 144, 

with a a rate ranging from 21% to 28.8%. 

• P − value ≥  0.05is achieved in 160 cases from the original data that have a right skewed distribution, with a  

32%. We also note that after converting the data into weighted data, weights from w =  0.75 to w =  0.9 

achieved weak percentages compared to the original data, where the number of cases ranged from 1 to 14 cases, 

with a ratio between 0.2% and 2.8%. 

(2) 𝐆𝐅𝐈 ≥  𝟎. 𝟗 𝐚𝐧𝐝 𝐑𝐌𝐒𝐄𝐀 ≤  𝟎. 𝟔 RESULTS 

Figure(6): - 

 

 

We note from Table (2) and Figure (6) that:- 

• We find that the number of cases that achieved GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original data 

that have a left skewed distribution, with a 0%. We also note that after converting the data to weighted data, the 

weights started from w =  0.1 to w =  0.2 so that the number of cases ranged from 7 to 23 cases with GFI ≥
 0.9 and RMSEA ≤  0.6 with rates ranging from 1.4% to 4.6%. Then the number of cases became equal to zero 

at the weights from w =  0.25 to w =  0.7. Then the weights returned to achieve higher percentages than the 

original data at weights from w =  0.75 to w =  0.9, so that the number of cases ranged from 3 to 26 cases, 

achieving percentages from 0.6% to 5.2%. Then the number of cases becomes zero at w = 0.95. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original 

data that have a symmetric distribution, with a 0%. We also note that after converting the data into weighted data, 

the weights started from w =  0.15 to w =  0.3, so that the number of cases ranged from 6 to 63 cases, GFI ≥
 0.9 and RMSEA ≤  0.6 with rates ranging from 1.2% to 12.6%. Then the number of cases became equal to zero 

at the weights from w =  0.35 to w =  0.9. Then the weights returned to achieve higher rates than the original 

data when the weight w =  0.95, so that the number of cases is 42, achieving 8.4%. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 from the original data with 

a right skewed distribution, with a 0%. We also note that after converting the data into weighted data, the weights 

started, the number of cases that achieved GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases at weights from w =  0.1 to 

w =  0.65, then the weights started from w =  0.7 to w =  0.9 to be the number of cases ranging from 1 to 14 

achieve GFI ≥  0.9 and RMSEA ≤  0.6 with rates ranging from 0.2% to 2.8%. Then the number of cases became 

equal to zero at the weight of w = 0.95. 
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Size 200:- 

Table (3): - Effect of weights on p-value, GFI and RMSEA in the original data if the distribution was (left 

skewed - symmetrical - right skewed) at the sample size of 200. 
Sample size = 200 ( iteration = 500) 

 Skewed of left Symmetric Skewed of right 

 p-value ≥ 

0.05 
GFI ≥ 0.9 and 

RMSEA ≤ 0.06 
p-value ≥ 

0.05 
GFI ≥ 0.9 and 

RMSEA ≤ 0.06 
p-value ≥ 

0.05 
GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

O.D 400 0 411 0 410 0 

0.1 23 15 0 0 0 0 

0.15 143 17 84 34 0 0 

0.2 392 12 80 13 0 0 

0.25 402 0 259 22 0 0 

0.3 401 0 400 5 0 0 

0.35 404 0 396 3 0 0 

0.4 402 0 391 0 0 0 

0.45 399 0 406 0 0 0 

0.5 397 0 410 0 0 0 

0.55 397 0 399 0 0 0 

0.6 398 0 402 0 0 0 

0.65 393 0 409 0 0 0 

0.7 391 0 410 0 3 0 

0.75 397 0 409 0 7 4 

0.8 402 4 408 0 8 9 

0.85 132 25 385 0 3 1 

0.9 38 8 398 2 0 1 

0.95 1 0 34 10 0 0 

O.D = original data. 

(1) P-value result 

Figure(7): - 

 

We note from Table (3) and Figure (7) that:- 

• P − value ≥  0.05 is achieved in 400 cases from the original data that have a left skewed distribution, with 

80%. We also note that after converting the data into weighted data, the weights started from w =  0.2 to w =
 0.8, achieving ratios close to or higher than the original data, where the number of cases was between 392 to 404 

cases, with a rate ranging from 78.4% to 80.8%. 

• P − value ≥  0.05 is achieved in 411 cases from the original data that had a symmetric distribution, with a 

82.2%. We also note that after converting the data to weighted data, the weights started from w =  0.3 to w =
 0.9, achieving ratios close to or higher than the original data, where the number of cases was between 385 to 410 

cases, with a rate ranging from 77% to 82%. 

• P − value ≥  0.05  is achieved in 410 cases from the original data that have a right skewed distribution, with a 

82%. We also note that after converting the data into weighted data, weights from w =  0.7 to w =  0.85 
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achieved weak percentages compared to the original data, where the number of cases ranged between 3 and 8 

cases, with a ratio between 0.6% and 1.6%. 

(2) 𝐆𝐅𝐈 ≥  𝟎. 𝟗 𝐚𝐧𝐝 𝐑𝐌𝐒𝐄𝐀 ≤  𝟎. 𝟔 RESULTS 

Figure(8): - 

 
 

We note from Table (3) and Figure (8) that:- 

• We find that the number of cases that achieved GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original data 

that have a left skewed distribution, with a 0%. We also note that after converting the data to weighted data, the 

weights started from w =  0.1 to w =  0.2 so that the number of cases from 12 to 17 cases achieved GFI ≥
 0.9 and RMSEA ≤  0.6 with rates ranging from 2.4% to 3.4%. Then the number of cases became equal to zero 

at the weights from w =  0.25 to w =  0.75. Then the weights returned to achieve higher percentages than the 

original data at weights from w =  0.80 to w =  0.9, so that the number of cases ranged from 4 to 25 cases, 

achieving percentages from 0.8% to 5%. Then the number of cases becomes zero at w = 0.95. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original 

data that have a symmetric distribution, with a 0%. We also note that after converting the data into weighted data, 

the weights started from w =  0.15 to w =  0.25, so that the number of cases ranged from 3 to 34 cases, achieving 

GFI ≥  0.9 and RMSEA ≤  0.6 with rates ranging from 0.6% to 6.8%. Then the number of cases became equal 

to zero at weights from w =  0.4 to w =  0.85. Then the weights returned to achieve higher percentages than the 

original data when weights from w =  0.90 to w =  0.95, so that the number of cases ranged from 2 to 10 cases, 

achieving percentages from 0.4% to 2%. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 from the original data with 

a right skewed distribution, with a 0%. We also note that after converting the data to weighted data, the weights 

started, the number of cases that achieved GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases at weights from w =  0.1 to 

w =  0.7, then the weights started from w =  0.75 to w =  0.9 to be the number of cases Ranging from 1 to 9 

achieve GFI ≥  0.9 and RMSEA ≤  0.6 with rates ranging from 0.2% to 1.8%. Then the number of cases became 

equal to zero at the weight of w = 0.95. 

Size 500:- 

 

Table (4): - Effect of weights on p-value, GFI and RMSEA in the original data if the distribution was (left 

skewed - symmetrical - right skewed) at the sample size of 500. 
Sample size = 500 ( iteration = 500) 

 Skewed of left Symmetric Skewed of right 

 p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

O.D 472 0 478 0 472 0 

0.1 27 6 0 0 0 0 
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0.15 195 13 43 18 0 0 

0.2 473 7 78 11 0 0 

0.25 471 2 326 14 0 0 

0.3 471 1 461 8 0 0 

0.35 472 0 465 1 0 0 

0.4 477 0 456 2 0 0 

0.45 477 0 470 0 0 0 

0.5 475 0 470 0 0 0 

0.55 469 0 475 0 0 0 

0.6 475 0 472 0 0 0 

0.65 475 0 477 0 1 0 

0.7 470 1 472 0 3 2 

0.75 473 2 475 0 11 0 

0.8 473 7 477 0 6 2 

0.85 173 4 460 0 6 2 

0.9 27 6 474 2 3 0 

0.95 0 0 32 3 0 0 

O.D = original data. 

(1) p-value results:- 

Figure(9): - 

 
 

We note from Table (4) and Figure (9) that:- 

• P − value ≥  0.05 is achieved in 472 cases of the original data that had a left skewed distribution, with a 94.4 

%. After converting the data to weighted data, the weights from w =  0.2 to w =  0.8 achieved ratios close to or 

higher than those of the original data Where the number of cases ranged from 469 to 477 with a rate ranging from 

93.8% to 95.4%. 

• P − value ≥  0.05 is achieved in 478 cases of the original data that had a symmetric distribution, with a 95.6%, 

and that after converting the data to weighted data, the weights fromw =  0.25 to w =  0.9 achieved ratios close 

to or higher than those of the original data, where The number of cases was between 326 to 477 with a rate ranging 

from 65.2% to 95.4%. 

• P − value ≥  0.05 is achieved in 472 cases of the original data with a right skewed distribution, with a 94.4 %. 

After converting the data to weighted data, the weights from w =  0.65 to w =  0.85 achieved weak percentages 

compared to the original data, where it was The number of cases at each of these weights is 2 cases, with a rate of 

0.4%. 

(2) 𝐆𝐅𝐈 ≥  𝟎. 𝟗 𝐚𝐧𝐝 𝐑𝐌𝐒𝐄𝐀 ≤  𝟎. 𝟔 RESULTS 

Figure(10): - 

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

1

P(p-value ≥ 0.05) with sample size 500 of different distribution

left symm right



The effects of weighting data on the p-value, GFI and RMSEA of structural equation .. 

DOI: 10.35629/4767-10050730                                www.ijmsi.org                                                           19 | Page 

 
 

We note from Table (4) and Figure (10) that:- 

• We find that the number of cases that achievedGFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original data 

that have a left skewed distribution, with a 0%. We also note that after converting the data to weighted data, the 

weights started from w =  0.1 to w =  0.3 so that the number of cases is from 1 to 13 cases achieveGFI ≥
 0.9 and RMSEA ≤  0.6 with rates ranging from 0.2% to 2.6%. Then the number of cases became equal to zero 

at the weights from w =  0.35 to w =  0.65. Then the weights returned to achieve higher percentages than the 

original data at weights from w =  0.7 to w =  0.9, so that the number of cases ranged from 1 to 7, achieving 

percentages from 0.2% to 1.4%. Then the number of cases becomes zero at w = 0.95 . 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original 

data that have a symmetric distribution, with a 0%. We also note that after converting the data to weighted data, 

the weights started from w =  0.15 to w =  0.4, so that the number of cases ranged from 1 to 18, with GFI ≥
 0.9 and RMSEA ≤  0.6 at rates ranging from 0.2% to 3.6%. Then the number of cases became equal to zero at 

weights from w =  0.45 to w =  0.85. Then the weights returned to achieve higher percentages than the original 

data when weights from w =  0.90 to w =  0.95, so that the number of cases ranged from 2 to 3 cases, achieving 

percentages from 0.4% to 0.6%. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 case from the original data 

with a left skewed distribution, with a  0%. We also note that after converting the data to weighted data, the 

weights started, the number of cases that achieved GFI ≥  0.9 and RMSEA ≤  0.6 is 0 case at weights from w =
 0.1 to w =  0.65, then the weights started from w =  0.7 to w =  0.85 to be the number of cases 2 At each of 

these weights, a condition of achieving GFI ≥  0.9 and RMSEA ≤  0.6, with rates ranging from 0.4% to 0.6%. 

Then the number of cases became equal to zero at weights from w =  0.9 and w =  0.95. 

Size 1000:- 

Table (5): - Effect of weights on p-value, GFI and RMSEA in the original data if the distribution was (left 

skewed - symmetrical - right skewed) at the sample size of 1000. 
Sample size = 1000 ( iteration = 500) 

 Skewed of left Symmetric Skewed of right 

 p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

p-value ≥ 

0.05 

GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

O.D 478 0 485 0 482 0 

0.1 22 2 0 0 0 0 

0.15 149 15 28 9 0 0 

0.2 478 12 103 15 0 0 

0.25 480 4 360 14 0 0 

0.3 483 1 477 4 0 0 

0.35 481 0 467 0 0 0 

0.4 480 0 463 1 0 0 

0.45 482 0 480 0 0 0 

0.5 480 0 487 0 0 0 
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0.55 479 0 487 0 0 0 

0.6 476 0 488 0 0 0 

0.65 481 0 487 0 1 0 

0.7 482 0 487 0 4 1 

0.75 476 5 484 0 4 2 

0.8 479 6 483 0 2 1 

0.85 173 11 458 0 5 3 

0.9 12 7 480 3 2 0 

0.95 0 0 24 6 0 0 

O.D = original data. 

(1) p-value results:- 

Figure(11): - 

 
 

We note from Table (5) and Figure (11) that:- 

• P − value ≥  0.05 is achieved in 478 cases from the original data that had a left skewed distribution, with a 

95.6%. We also note that after converting the data into weighted data, the weights started from w =  0.2 to w =
 0.8, achieving ratios close to or higher than the original data, where the number of cases was between 476 to 483, 

with a rate ranging from 95.2% to 96.6%. 

• P − value ≥  0.05 is achieved in 485 cases from the original data that had a symmetric distribution, with a 97%. 

We also note that after converting the data into weighted data, the weights started from w =  0.3 to w =  0.9, 

achieving ratios close to or higher than the original data, where the number of cases was between 366 to 488, with 

a rate ranging from 73.2% to 97.6%. 

• P − value ≥  0.05 is achieved in 482 cases from the original data which had a right skewed distribution, with 

a 97%. We also note that after converting the data to weighted data, the weights from w =  0.65 to w =  0.9 

started achieving weak percentages compared to the original data, and we also find that when weights w =  0.65 

to w =  0.9, the number of cases that achieved a P − value ≥  0.05  is 1 to 5 cases, at a rate of 0.2% to 1%. 

 

(2)  𝐆𝐅𝐈 ≥  𝟎. 𝟗 𝐚𝐧𝐝 𝐑𝐌𝐒𝐄𝐀 ≤  𝟎. 𝟔 RESULTS 

Figure(12): - 
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We note from Table (5) and Figure (12) that:- 

 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 from the original data with 

a left skewed distribution, with a 0%. We also note that after converting the data to weighted data, the weights 

started from w =  0.1 to w =  0.3, so that the number of cases ranged from 1 to 15 cases, GFI ≥
 0.9 and RMSEA ≤  0.6 with rates ranging from 0.2% to 3%. Then the number of cases became equal to zero at 

the weights from w =  0.35 to w =  0.7. Then the weights returned to achieve higher percentages than the 

original data when the weights ranged from w =  0.75 to w =  0.9, so that the number of cases ranged from 5 to 

11 cases, achieving percentages from 1.00% to 2.2%. Then the number of cases becomes zero at w = 0.95. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases from the original 

data that have a symmetric distribution, with a 0%. We also note that after converting the data to weighted data, 

the weights started from w =  0.15 to w =  0.4, so that the number of cases ranged from 1 to 15, with GFI ≥
 0.9 and RMSEA ≤  0.6 at rates ranging from 0.2% to 3%. Then the number of cases became equal to zero at 

weights from w =  0.45 to w =  0.85. Then the weights returned to achieve higher percentages than the original 

data when the weights ranged from w =  0.90 to w =  0.95, so that the number of cases ranged from 3 to 9, 

achieving percentages from 0.6% to 1.8%. 

• We find that the number of cases that achieved a GFI ≥  0.9 and RMSEA ≤  0.6 is 0 from the original data with 

a left skewed distribution, with a 0%. We also note that after converting the data to weighted data, the number of 

cases that achieved GFI ≥  0.9 and RMSEA ≤  0.6 is 0 cases at weights from w =  0.1 to w =  0.65, then the 

weights started from w =  0.7 to w =  0.85 so that the number of cases ranged from 1 in 3 cases, GFI ≥
 0.9 and RMSEA ≤  0.6were achieved with rates ranging from 0.2% to 0.6%. Then the number of cases became 

equal to zero at weights from w =  0.9 to w =  0.95. 

 

Comparison 

Figure(13): - 
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We notice from figure (13) that the larger the sample size, the greater the number of cases from the data that P −
value ≥  0.05, and that the weights from w = 0.2 to w = 0.8 achieve a number of cases equal to the number of 

cases in the original data or greater than in the data of left skewed distribution. 

 

Figure(14): - 

 
 

We notice from figure (14) that the larger the sample size, the fewer cases are in the data that achieve  GFI ≥
 0.9 and RMSEA ≤  0.06 and that the weights w = 0.35 to w = 0.65 achieve a number of cases equal to the number 

of cases in the original data or greater than in the data of left skewed distribution. 

 

Figure(15): - 
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We notice from figure (15) that the larger the sample size, the greater the number of cases from the data that 

achieve P − value ≥  0.05, and that the weights from w = 0.3 to w = 0.9 achieve a number of cases equal to the 

number of cases in the original data or greater than in the symmetric distribution. 

 

Figure(16): - 

 
 

We notice from figure (16) that the larger the sample size, the fewer cases are in the data that achieve GFI ≥
 0.9 and RMSEA ≤  0.06, and that weights w = 0.45 to w = 0.8 achieve a number of cases equal to the number 

of cases in the original data or greater than in the symmetric distribution. 

 

Figure(17): - 
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We notice from figure (17) that there is no sample size that achieves a P − value ≥  0.05 with the same number 

of cases of the original data of right  skewed distribution. 

Figure(18): - 

 
 

We notice from figure (18) that as the sample size increases, the number of cases decreases from the data that 

achieve GFI ≥  0.9 and RMSEA ≤  0.06, and that weights w = 0.65 to w = 0.95 achieve a higher number of cases 

than the number of cases in the original data of right skewed distribution. 

 

IX. Conclusion 
Table (6): - Effect of weights on p_value, GFI and RMSEA in the original data if the distribution was (left 

skewed - symmetrical - right skewed) at the sample all size. 
 Left skewed Symmetric Right skewed 

Sample 

size (n) 

P-value ≥ 0.05 GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

P-value ≥ 0.05 GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

P-value ≥ 0.05 GFI ≥ 0.9 and 

RMSEA ≤ 0.06 

50 No effect No effect No effect No effect No effect No effect 

100 W=[0.2 , 0.8] W=[01 , 0.2] 

⋃ 

W=[0.25 , 0.9] W=[015 , 0.3] 

⋃ 

W=[0.75 , 0.9] W=[07 , 0.9] 
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W=[075 , 0.9] W=[09 , 0.95] 

200 W=[0.2 , 0.8] W=[0.1 , 0.2] 

⋃ 

W=[08 , 0.9] 

W=[0.3 , 0.9] W=[0.15 , 0.25] 

⋃ 

W=[09 , 0.95] 

W=[0.75 , 0.85] W=[0.75 , 0.9] 

500 W=[0.2 , 0.8] W=[0.1 , 0.3] 

⋃ 

W=[07 , 0.9] 

W=[0.35 , 0.9] W=[0.15 , 0.4] 

⋃ 

W=[09 , 0.95] 

W=[0.65 , 0.85] W=[07 , 0.85] 

 

1000 W=[0.2 , 0.8] W=[0.1 , 0.3] 

⋃  
W=[075 , 0.9] 

W=[0.3 , 0.9] W=[0.15 , 0.4] 

⋃  
W=[09 , 0.95] 

W=[065 , 0.9] 

 

W=[07 , 0.85] 

Best 
weighted 

For all 

size 

W=[0.2 , 0.8] W=[0.1 , 0.2] 

⋃ 

W=[08 , 0.9] 

W=[0.3 , 0.9] W=[015 , 0.3] 

⋃  
W=[09 , 0.95] 

W=[0.75 , 0.85] W=[07 , 0.85] 

 

We note from the table that the best weights that achieve a P − value ≥  0.05 are: 

W = [0.2 , 0.8] in the left skewed skewed distribution. 

W = [0.3 , 0.9] in symmetric distribution. 

W = [0.75 , 0.85] in right skewed distribution. 

We note from the table that the best weights that achieve GFI ≥  0.9 and RMSEA ≤  0.06 are: 

W = [0.1 , 0.2] ⋃ W = [08 , 0.9] in left skewed distribution. 

W = [015 , 0.3] ⋃  W = [09 , 0.95] in symmetric distribution. 

W = [07 , 0.85] in the right skewed distribution. 

Therefore, we recommend using weighted data in symmetrical and left skewed data. And stay on the original data 

in the data twisted to the right or try weights higher than 1. 
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