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ABSTRACT: This paper derived optimal expressions for solution matrices of single — delay autonomous
linear differential systems on any given interval of length equal to the delay h for non —negative time periods.
The formulation and the development of the theorem exploited an earlier work Ukwu (2013b) on the interval [0,
4h]. The proofs were achieved using ingenious combinations of summation notations, multiple product
notations and integrals, as well as the method of steps to obtain these matrices on successive intervals of length
equal to the delay h. This theorem globally extends the time scope of applications of these matrices to the
solutions of initial function problems, rank conditions for controllability and cores of targets, constructions of
controllability Grammians and admissible controls for transfers of points associated with controllability
problems.
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l. INTRODUCTION
The qualitative approach to the controllability of functional differential control systems have been areas
of active research for the past fifty years among control theorists and applied mathematicians in general. This
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He also interrogated some topological dispositions of the solution matrices and deduced that the solution

matrices are continuous on the interval [0,4h] but not analytic
t e {0, h, 2h, 3h}. These results are consistent with the existing qualitative theory on v (t). See Chukwu
(1992), Hale (1977), Tadmore (1984) and Ukwu (1987, 1996). See also analytic function (2010) and Chidume
(2007) for discussions on analytical functions and topology.

The objective of this paper is to formulate and prove a theorem on the general
expression for Y (t) on J , for k e {0, 1, }, by appropriating the above expression for v (t).

1. Theorem: Ukwu-Garba’s Solution Matrix Formula for Autonomous, Single — Delay Linear Systems:
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The expressions (2) and (3) prove (6) and (7) respectively. If j = 2, in (8) we obtain:
t s,—h
Y(t):eA“t+J'eA°(H)A1 Shds+J’eA(IS J' Ae folse” 751)A1 BTgs ds,, te J,
h 2h h
t t Ss,-h
S Y(t)=e™+ IeA‘)(t*s)AleA“H)ds + J' J' eA‘](H?)AleA"(SHHI)Al BEMgs ds, te J, (9)
h 2h h

The expression (9) agrees with (4); therefore the theorem is valid for t € J,. If j = 3, in (8), we get:
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This result is consistent with the expression (5). Therefore the theorem is also valid for t € J,. The rest of the

proof is inductive. Assume the validity of the theoremonJ , 4 < p < k for some integer k. Thenon J,
have:

t
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Y (t) = e ol ~h)ds, 11
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s.,,€J,,,= s,,—heJ = theinduction hypothesis applies to Y (s, . - h) and Y ([k +1]h).
Therefore:
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Note the use of change of variables in obtaining (23) and that j =k + 1 zeros out (21).
(22) and (24) add up to yield:
t s,—h
J- eAD(t—sz)Al J Ale AO(SZ*h—sl)Ale Ao(sl—h)dsldSz (25)
2h h
(23) may be rewritten in the form:
[« ot si=h ] j
| z j' eAO(I_Sk+1) H J‘ AleAn(s.—h—SH) |A1er(51‘h)H dsi (26)
Li=3(k+1)h ieli i1 .2} (i-1)n J 4=1
Hence (21) and (26) add up to yield:
|—k+1 t A ) s$i=h —| j
o (t=5; Ao (si—h-s, ;) Ay (s,—h)
Iy J'e I1 I Ae | Ae IT ds, (27)
| i=3 jn (i, -1 .2} (i) | =1
t
Addup e™ + jeA“H”Ale B gs | (25) and (27) to get:
h
t
Yy = e+ J'eA°(H‘)A1eA°(s“h)dsl
h
|—k+1 t R si—h —| j
t-s s.—h-s S, —
" |z Je o (t=5;) 1—[ J- AleAg(. h=si;) |Aler(1 h)l—[ dSw on ‘]k- (28)
|_J':2 jh ie{i i-1. .2} (i-1)n J =1

So, the theorem is valid on J

3.1 Corollary 1
If A, =diag(b),then:

and hence valid forall J,,k € {0,1,2, }. This completes the proof.

k+17

(eA"t,te s (29)
Y (t) = J At K p' (t- ih)i A, (tih)
e " + _— ,ted
LT

k=1 (30)
i=1

Proof
The proof follows by straight-forward successive integration, noting that A = diag(b) = A commutes

. A0
with e ; So Y (t) reduces to :
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The sum of the multiple integrals in (33) yields:
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Adding the expression e " bt -h)e™ " tothe expression (3.39) yields the result:
b o(t—ih)' A
Y(n:e%ﬂfz-—i———le“““ﬂterkzz (35)
1 i!

The expressions (31), (32) and (35) complete the proof of the corollary.
3.2 Corollary 2
If A, = 0,then:

( I, ted,;

Y (1) = KA (t-ih)
| +yY —— teJ k=1

[ n Iz:1 || k
Proof
The proof follows by straight-forward successive integration, noting that A =0 = e = I = A _commutes
with ™" = 5 So Y () reduces to the result obtained by replacing b by A and e” by I_in corollary 1.

The desired result is precisely that stated in the conclusion of the corollary.
3.3 Corollary 3

If n=1,A =a,A =b,then:

at

[e ,ted

0!

at

te +
Proof
Proof follows immediately by replacing A by a and diag(b) by b in corollary 1.

3.4 Remarks: Please note in particular that this result is consistent with the theorem in Ukwu and Garba
(2013c). However it must be pointed out that it was that theorem that motivated our theorem and hence corollary
3.

,ted k>1

k!

Y (t) = J Zk %a(t—lh)

1

I11. CONCLUSION
This article has completely determined the structure solution matrices which are indispensible for the
determination of all solutions of single-delay autonomous differential and control systems. Moreover the
ingenious combinations of summation notations, multiple product notations, multiple integrals and change of
variable technique are unprecedented in the achievement of the desired proofs. The ideas exposed in this paper
can be exploited to extend the results to double-delay and neutral systems.
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