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Abstract: A generalized class of estimator representing a class of estimators using auxiliary information in the
form of mean and variance is proposed. The expression for bias and mean square error are found and it is
shown that the proposed generalized class of estimator is more efficient than few of the estimators available in
the literature. An empirical study is also included as an illustration.
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l. INTRODUCTION
It is well known that the use of auxiliary information in sample surveys results in substantial improvement in the
precision of the population parameters. By using the auxiliary information in different forms, estimators for
population parameters mainly population mean and variance are studied and are available in the literature.
Consider a finite population U with N units (U;, U,, . . ., Uy ) for each of which the information is available on
auxiliary variable X, Y being the study variable.
Let us denote by

- 1
Y=—3Y, = population mean of study variable Y
N i=1
N 1 N
X =—> X, = population mean of auxiliary variable X
N i=1
2 1 " \?
S, = —z (Yi -Y ) = population variance of study variable Y
N -1%,
) 1 N —\ 2
S, = —Z (X =X ) = population variance of auxiliary variable X
N -1 i=1
1 N —\r —\'s
and ﬂrs:_Z(Yi—Y)(Xi—X).
N

i=1

Also, let a sample of size n be drawn with simple random sample without replacement to estimate the population
variance of the study variable Y.

- 1
Let y=— Yi = sample mean of study variable Y
n i=1
—_ 1 n
X = —Z X, = sample mean of auxiliary variable X
n i=1
1 —\2
; = Yi—y = sample variance of study variable Y
’ n-1
i=1
2 1 " —\2
S, = Z (Xi - X) = sample variance of auxiliary variable X.
n-147,

For simplicity, we assume that N is large enough as compared to n so that the finite population correction terms
are ignored.
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In order to have an estimate of population variance of the study variable Y, assuming the knowledge of mean

and variance of auxiliary character X, proposed generalized class of estimator is given by

where

dgzé— 9(372,?,5:)

M -

.1
0 ==
n

i=1

(Y : X_Si ) such that

(1.1)

y iz satisfying the validity conditions of Taylor’s series expansion is a bounded function of

(1.2)

first order partial differential coefficient of g (y2, x,s?) with respectto y* atT = (Y X ,S; ) is

M  g(vix,si)=v
(i)
unity, that is
9
9, =| ——0(y*.xs)| =1
[6(y ) J
(i)

In order to obtain bias and mean square error, let us denote by

_( o g(yzlg 52)

(1.3)

second order partial differential coefficient of g (y2,x,s?) with respectto y* atT= (Y XS, )
is zero, that is

|

)

'Y x

(1.4)

1. BIAS AND MEAN SQUARE ERROR OF THE PROPOSED ESTIMATOR

y=Y+e,
X=X +e
s, =S, +e,
. 1N,
0 =0+e, where 6 :WZ Y, (2.1)
i=1
with  E(€,)=E(€,)=E(€,)=E(®;)=0 (2.2)
2 /UZO
E(eo):
n
2 'uCIZ
E(el):
n
2
U
Efe; )= —"—(8,-1)
n
2 1 o L2 2
E(e3)_ _(/”140 FAY pg +AY gy =y,
n
E(e.e,)= at
n
U
E(e,e,)=—2
n
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E(e,e,) = =2

n

1 _
E(eoes): (g +2Y p1y)

n

1 _
E(e1e3): —(py +2Y uy)

n

1 _
E(ezes): _(luzz +2Y u, _luozﬂzo) (2.3)

n

Now expanding t= g (y?*,x,s’) inthe third order Taylor's series about the point T = (Y ‘X ,Si ),we have
—2 — _ —2 _ —
t= ol s e (7 oy (- X o, (s 52 Do,

—,\2 . . .
+%{(372‘Y2) 900 +(>7—X)zgnJr(sf—si)gzz+2(372_Y2 X - X )g,,

+2()72—Y_2)(Sf—3>2<)goz+2()?—X:)(SX2—S>Z<)912}
i[(—z Y_z) 0 = -\ 0 2 2 0 ]
" 3!1 b a(y?) ox 1 Tlasly

where g, , g,, are already defined earlier and

9, = kig(YZF,Sfﬂ

9, =[ az 9()72'?'55)}

9y, =

gzz—{ o 91(372&7,55)w

a2
9q = TG(VZ';:SXZ)J
a(y? )ox .
62 —2 = 2
goz - 6()72)655 g(y ’X’Sx)]T
a2
9, = — 9(372,)?,85)]
0X0s ;

" —2 _, T2
and y- =Y +h(y -Y )
X =X +h(x-x)
2

s*:Si+h(sj—Si) for 0O<h<1.

X

Now using the conditions given in (1.2), (1.3) and (1.4), we have to the first degree of approximation

o2 2 o 1 2 2 o o
t=Y +e, +2Ye, +e,0, +e,0, + ;{ e, g, +e,0, +4Yee g, +4Ye,e,g, + Zelezgu}

(2.9)
Now using (2.4) in (1.1), we have
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1t —2 —
d, :WZYiz+e3—[Y +e, +2Ye, +e,0,+e,0,
i=1
1

+ 2'{e12g11 +e22922 +4Yeoelgol +4Yeoe2902 +2elezg12 }J
d 2 = 2V ?
¢ “Oy T8 ~ €, €0, -¢6,0, &
1( 2 2 o o 25

- 2 el gll + ezgzz + 4YeUelgol + 4Ye0e2902 + 2elezglz) ( ' )

Now taking expectation on both the sides of (2.5), the bias in d , to the first degree of approximation is given

by
Biasind_ = E(d,)-
- E

2
Y

(e,) - 2YE(e,)- E(e,)o, - Ee,)g, - E(e])

1 — —
;{ E(elz)gll +E(e22)922 +4YE(eoe1)go1 +4YE(eoez)goz +2E(e1e2)glz}
using the values of the expectation given in (2.2) and (2.3), we have

H oy 1 2 " .
0 _;(ﬂozgu"'/uoz (ﬂ2_1)+4Y901/u11+4Y902/u12 +2912/u03) (2.6)

Now squaring (2.5) on both the sides and then taking expectation, the mean square error to the first degree of
approximation is given by

Biasind , = -

MSE (dg):E(d —o-yz)2 = E(e3 —2\?e0 —elgl—ezgz)2

g
= E(ej)+ 4Y_2E(e02)+ ng(ef)+ gzzE(ezz)—4Y_E(eOe3)—2glE(eles)
-29,E(e,e,)+ 4Y_glE(e0e1)+ 4Y_g2E(e0e2)+ 29,9,E(ee,)

using values of the expectation given in (2.2) and (2.3), we have
2

- - — H H H
(/140+4Y/130+4Y 2:uzo_:uzzo)"'A'Yz = + glz = + g22 = (ﬂz_l)
n n n

DlH

MSE (d, ) =

1 — 1 — 1 -
-4y ;(ﬂm +2Y 1y, )_291 ;(/”21 +2Yﬂ11)_2 9, ;(/”22 +2Yu,, - /‘02/120)

/'llz 'u03

+29,9,

[e— ﬂ [e—
+4Yg, —+4Yg,
n n

1
MSE (d g )=MSE(5§) +_[fuzo gl2 - 24,0, + :uozz(ﬂz _1)922
n

+ 2(Hp iy — 1), + 211,9,9,] 2.7)
For minimizing (2.7) in two unknowns ¢, and g, , the normal equations after differentiating (2.7) partially
with respectto g, and g, are
U0, + MO, — iy =0 and (2.8)
B+t (B, =108, + (gt —t1,)=0 : (2.9)
Solving (2.8) and (2.9) for g, and g, , we get the minimizing optimum values to be
c g (B eV g (g —ay,)

L= - and (2.10)
(ﬂz - ﬂl _l)ﬂoz
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9; :_/121/103+,uoz(,u02,u203—,u22) (2.11)
(ﬁz_ﬁl_l)ﬂgz
2 1 2 2
M8y = 2 s {/”21”02 ('Bz_l)""luos(luozﬂzo_luzz)} (2.12)
(ﬁz_ﬂl_l) :uoz
(/3 _1) 2
H o, (ﬁz_l)gzzz : 2 4 {y21u03+y02(,u02,u20 T~ Hy )} (2.13)
(B, = B, —1) ny

2
and 2p59,9,=— {ﬂm/uoz (ﬂ2_1)+ﬂ03(ﬂ02ﬂ20 _:uzz)}'

2 6
(ﬂz _ﬂl _1) /uoz
{:uzuuoz T He (/uozﬂzo T Hy )} (2-14)
Now adding (2.12), (2.13) and (2.14), we get
Hop g12 + /uozz(ﬂz _1)922 + 2!”03 9,9,

2

H 1 . 2
- - * 2 [(ﬂOZIUZO _/122)4',[121(‘”02 )A}/l] (215)
Hop (ﬁz_ﬁl_l)ﬂoz
2pu
also - 24,0,=~ 21 ; {ﬂﬂﬂgzz(ﬂz _1)+ Mo (/uoziuzo - U, )} (2.16)

(ﬂz _ﬂl _1)ﬂ02

2oy by — My )
P T g+t (Mg My — My )} (2.17)
(/BZ _ﬂl _1)/u02

on adding (2.16) and (2.17), we get

2(/“ozluzo T Hyp )gz ==

2

7] 2 1 2
_2ﬂ21g1_2(/‘oz:uzo_ﬂzz)gz =-2 - 2[(,“02/120 _/122)"'#21(#02)471]
’uOZ (ﬂz - ﬂl - 1):”02
(2.18)
putting (2.15) and (2.18) in (2.7), we get
2 2 2
My _ oy Hop My _/uzz

MSE (d,) =MSE(s!) - + (4, )%71 (2.19)

2
n'u02 n(ﬂz _181_1)/”02 Moy Hoy

I1l. EFFICIENCY COMPARISON WITH THE AVAILABLE ESTIMATORS
For comparing the efficiency of the proposed generalized estimator, let us consider the following

(i) Usual Conventional unbiased Estimator of Population Variance in case of SRSWOR

~ 1
2
d =s, =

712% (y, - )7)2 with  MSE (&1):%(/‘40 _ﬂzoz) (3.1)

from (3.1) and (2.19), it is clear that the proposed generalized class of estimator has mean square error lesser
than the usual conventional unbiased estimator.

(if) Estimator of Population Variance given by Peeyush Misra and R. Karan Singh

A - = ~ —2

d,=6-y.f(y,x) and d, =6 f(u)-y

2

/u21

with MSE (d, ) =MsE (d,) == (u, -, )- (3.2)

S|k

NH
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from (3.2) and (2.19), it is clear that the proposed generalized class of estimator has mean square error lesser
than the mean square error of the estimator of population variance given by Peeyush Misra and R. Karan

Singh.

V. EMPIRICAL STUDY

For comparing efficiency of the proposed generalized class of estimator, let us consider the data given in,
William G. Cochran (1977), Sampling Techniques, 3" Edition, John Wiley and Sons, New York, dealing with
Paralytic Polio Cases ‘Placebo’ (Y) group, Paralytic Polio Cases in not inoculated group (X), we have

n =34

Y =258
X =8370.6
4 ,, = 9.8894

1 5 =47.015235
H 4o =421.96088
45, =93.464705 x 10°
4, = 19.34352945 x 10°
1, =7.1865882 x 10’
4 45 = 1.4510955 x 10"
1o, = 45961952 x 10"
4, =3.443287 x 10°
4 ,, =3.0156658 x 10°.
We have MSE (d, ) = 9.534136695.

mse (d,) = MSE (d,) =5.958992179.
MSE (d,) =5.512540843.

Table 4.1: PRE of the Proposed Estimator over the Estimators Described Above

PRE of the Proposed Esfirmator over the Esfirmalors FPRE

o I72.95
PRE of the Proposed Estimator dg over the Estimalor dl

" 5 00,09
PRE of the Proposed Estimator dg over the Estimator dz oF d3

V. CONCLUSION
The comparative study and empirical study of the proposed generalized sampling estimator of population

variance establishes its superiority in the sense of having minimum mean square error over the usual
conventional unbiased estimator of population variance in case of SRSWOR and the estimator of population
variance given by Peeyush Misra and R. Karan Singh.
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