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Abstract: The notion of affinity which is one of the predictive models can bedefined as the distance or closeness 

between two objects.Unlike the fuzzy Set and Rough Set, the affinity can deal with third objects and deals with 

time dimension.   In addition, it could deal with entities or abstract side by side with real objects. However, the 

existing model of affinity is developed for binary classification or prediction. In this paper, Affinity Predictive 

Modelhas been proposed in order to provide a multi-classprediction. This developed method can be used in 

many applications when multi-classpredictions are needed.  
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I. INTRODUCTION 
owadays, machine learning relates to computational models to improve the performance through automating 

the attainment of knowledge from past experience. Based on [1], the term predictive analytics might be used 

swapped with the term predictive model. In addition, the term pattern recognition, predictive model, machine 

learning and predictive analytics are used interchangeably [1-3].  It is important to predictive models to predict 

future outcomes [4]. Predictive models have many uses, including guiding healthcare policy; determining study 

eligibility of patients for new treatments; selecting appropriate tests and therapies in individual patient 

management including supporting decisions.  Chen and Larbani initiated the theory of the affinity set and 

defined this set as the distance between two objects, where the distance measurement could be real or abstract 

[5]. This means the affinity set is a natural liking for or attraction to objects or abstracts. In order for this to 

happen, the affinity needs two elements namely the subjects between whom the affinity takes place and the 

affinity itself. Unlike the fuzzy Set and Rough Set, the affinity can deal with third objects and deals with time 

dimension. A notable feature is that it could deal with entities or abstract side by side with real objects.Huang et 

al. have used Affinity Set for measuring the performance of non-profit organization [6]. In the study of [7], they 

have provided a topology concept of Affinity Set as the data mining tool to classify and focus on the key 

attributes causing delayed diagnosis. Study of [8]provided a topology concept of Affinity Set as the data mining 

tool to classify and focus on the key attributes causing delayed diagnosis.Yuhet al.introduced the first 

classification model by using affinity Set [9]. The existing models of Affinity Predictive Models would not be 

able to provide a multi-class prediction. Thus, theAffinity Predictive Models should be improved to provide a 

multi-class prediction. The objective of this paper is to develop a mathematical model of affinity predictive 

model for multi-class prediction. 

 

II. Mathematical Model Of AffinityPredictive Model For Multi- Class Prediction 
Abstractly, Multi-class Affinity is a predictive model: given a problem instance to be classifiedusing affinity 

between entities, represented as following: 

 

i. Definition of Affinity 

 

Consider x and y are two entities. Then, the Affinity degree between entity (x) and entity (y) can be defined as 

follow: 

 

𝐴𝐹𝑥
𝑦

When  𝐴𝐹𝑥
𝑦

 = 1: Means the entity (x) has a very strong relationship with the entity (y). 

When 𝐴𝐹𝑥
𝑦

 = 0: Means the entity (x) has not a relationship with the entity y. 

When 0 ≤ 𝐴𝐹𝑥
𝑦

≤ 1, Means that (x) has a relationship with the entity (y) 

 

N 
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ii. Definition of rule set 
 

Rules in our rule set can be defined as follows: 

 

𝑅𝑘  : 𝑥1  𝑖𝑠 𝐹1
𝑘 … . . 𝑥𝑛  𝑖𝑠 𝐹𝑛

𝑘  𝑇ℎ𝑒𝑛 𝐶𝑙𝑎𝑠𝑠 𝑖𝑠 𝑂1𝑤𝑖𝑡ℎ 𝐴𝐹1
𝑘 … 𝑎𝑛𝑑 𝑂𝑐𝑤𝑖𝑡ℎ 𝐴𝐹𝑐

𝑘  

Where 𝑅𝑘   is the k-th rule1 ≤ 𝑘 ≤ 𝐿 and𝑥1, . . . , 𝑥𝑛  are the input variables (Features), 𝐿 is number of rules and 

𝐹1
𝑘 , … , 𝐹𝑛

𝑘  are the discrete values of the input variables,  𝑂𝑗  is the class label, where j = {1,…,c} where c is 

number of classes. 𝐴𝐹𝑗
𝑘 is the affinity degree of the rule 𝑅𝑘  with the class 𝑂𝑗 .   

 

iii. Generating all possible rules 

 

Generate possible rules where the number of rules 𝑁𝑝 = 𝑛1 ∗ …∗ 𝑛𝑛 , where 𝑛1 , … , 𝑛𝑛  represent the number of 

discrete values of the input variables 𝑥1 , . . . , 𝑥𝑛  , respectively. 

 

iv.  Affinity between rules and classes through training set 

 

Finding the Affinity between rules and classes through training set can be illustrated as following: 

 

1. Calculate the frequency 𝐹𝑅𝑗
𝑘  which is the number of 𝑅𝑘  occurrences in the training data set forclass 𝑂𝑗 . 

2. Finding the Affinity Degree 𝐴𝐹𝑘𝑐𝑗
𝑘between each rule  𝑅𝑘   and the class pattern 𝑂𝑗  using the following 

formula: 

𝐴𝐹𝑘𝑐𝑗
𝑘 =

𝑊𝑘𝑗
𝑘 ∗  𝐹𝑅𝑗

𝑘

 𝑊𝑘𝑗
𝑘 × 𝐹𝑅𝑗

𝑘𝑐
𝑗=1

, 𝑗 = 1, … , 𝑐 

This can be formulated as: 

𝐴𝐹𝑘𝑐𝑗
𝑘 =

𝑊𝑘𝑗
𝑘 ∗  𝐹𝑅𝑗

𝑘

𝐹𝑅1
𝑘 ×  𝑊1

𝑘 + ⋯ + 𝐹𝑅𝑐
𝑘 ×  𝑊𝑐

𝑘
, 𝑗 = 1, … , 𝑐 

Where the weights of rule  𝑅𝑘  with the class pattern 𝑂𝑗 , where  Wkj
k  whereWkj

k ∈ [0,1],  𝑊𝑘𝑗 = 1c
j=1  

 

 

v. Affinity between rules and classes through other rules within 𝒄𝒐𝒓𝒆 − 𝒓 

 

Finding the Affinity between rules and classes through other rules 𝐴𝐹klc within 𝑐𝑜𝑟𝑒 − 𝑟 can be illustrated as 

following: 

 

1. Finding the Affinity between Rules 

 

Affinity between two rules 𝑘 and 𝑙 can be calculated with this equation 

𝐴𝐹𝑘𝑙 
 𝐹𝑚

𝑛
𝑚=1

𝑛
 

Where 𝐹𝑚 = 1  𝑤ℎ𝑒𝑛  𝐹𝑖
𝑘  =   𝐹𝑖

𝑙otherwise 𝐹𝑚 = 0 , Where   𝐹𝑖
𝑘  ,  𝐹𝑖

𝑙  are the discrete values of the i-th input 

variable for the rules 𝑘 and 𝑙, respectively where 𝑖 ∈ [1, n] 
 

 

2. Finding the rule list within assigned core 

 

Finding the core-set of the k-th rule 𝐶𝑆𝑅𝑘
  among the total number of rules NR where the affinity between 

𝑅𝑘  and these rules are greater or equal than 𝑐𝑜𝑟𝑒 − 𝑟where 𝑐𝑜𝑟𝑒 − 𝑟  ∈  0,1 . These rules are selected from the 

all rules𝑇𝑅_𝑙𝑖𝑠𝑡 as follows: 

 

𝐶𝑆𝑅𝑘
= {0}; 

𝑖𝑛𝑑𝑒𝑥_𝑟1 = 1; 

 

 

For 𝑖𝑛𝑑𝑒𝑥_𝑟 =1: NR 

𝐼𝑓 𝐴𝐹𝑘𝑙 ≥ 𝑐𝑜𝑟𝑒 − 𝑟 

𝐶𝑆𝑅𝑘
{𝑖𝑛𝑑𝑒𝑥_𝑟1} = 𝑇𝑅_𝑙𝑖𝑠𝑡 𝑖𝑛𝑑𝑒𝑥_𝑟 + 𝐶𝑆𝑅𝑘

 

𝑖𝑛𝑑𝑒𝑥_𝑟1 = 𝑖𝑛𝑑𝑒𝑥_𝑟1 + 1; 
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                End 

End 

 

 

3. Finding the Affinity between rules and classes through other rules within 𝑐𝑜𝑟𝑒 − 𝑟 

 

4. Calculate the 𝐴𝐹𝑘𝑙𝑐 between 𝑅𝑘   and class 𝑂𝑗  through the other 𝐶𝑆𝑅𝑘
 as follows: 

 

𝐴𝐹𝑘𝑙𝑐 = 0; 
 

For 𝑖𝑛𝑑𝑒𝑥_𝑟=1: N_list                      % N_list is the number of rules in 𝐶𝑆𝑅𝑘
 

𝐴𝐹𝑘𝑙𝑐𝑘
𝑗

 =
𝑊𝑘𝑗

𝑖𝑛𝑑𝑒𝑥 _𝑟 ∗  𝐹𝑅𝑗
𝑖𝑛𝑑𝑒𝑥 _𝑟

 𝑊𝑘𝑗
𝑖𝑛𝑑𝑒𝑥 _𝑟 × 𝐹𝑅𝑗

𝑖𝑛𝑑𝑒𝑥 _𝑟𝑐
𝑗=1

+  𝐴𝐹𝑘𝑙𝑐𝑘
𝑗
 

End 

 

 

vi. Affinity between rules and classes through Super rules within 𝐜𝐨𝐫𝐞– 𝐬 

 

Finding the Affinity between rules and classes through Super rules within core –s (𝐴𝐹𝑘𝑠𝑐) can  

 

1. Finding super rules 

 

To find the super rules these following steps need to be followed: 

 

 Find the super rules 𝑆𝑅_𝑙𝑖𝑠𝑡 through rules which occur at least one time in the training set.  

 Calculate the frequency 𝐹𝑆𝑗
𝑘  which is the number of 𝑆𝑅_𝑙𝑖𝑠𝑡occurrences in the training data set forclass 

𝑂𝑗 . 

 

vii. Finding the Affinity between rules and super rules 
 

Finding the Affinity between rules 𝑘 and super rules 𝑠 can be calculated with this equation  

𝐴𝐹𝑘𝑠 
 𝐹𝑚

𝑛
𝑚=1

𝑛
 

Where 𝐹𝑚 = 1  𝑤ℎ𝑒𝑛  𝐹𝑡
𝑘  =   𝐹𝑖

𝑠otherwise 𝐹𝑚 = 0 , Where   𝐹𝑡
𝑘  ,  𝐹𝑡

𝑠 are the discrete values of the t-th input 

variable for the rules 𝑘 and 𝑠, respectively, where  1 ≤ t ≤ 𝑛 

viii. Finding the rule list of super rules within assigned core 

 

Finding the Core-Super-Set of the k-th rule 𝐶𝑆𝑆𝑅𝑠
  among the super rules where the affinity between 𝑅𝑘  and 

these rules are greater or equal than 𝑐𝑜𝑟𝑒 − 𝑠  where 𝑐𝑜𝑟𝑒 − 𝑠  ∈  0,1 . These rules are selected from the all 

super rules 𝑆𝑅_𝑙𝑖𝑠𝑡 as follows: 

𝐶𝑆𝑅𝑘
= {0}; 

𝐶𝑆𝑆𝑅𝑠
=  0 ; 

𝑖𝑛𝑑𝑒𝑥_𝑠1 = 1; 

For 𝑖𝑛𝑑𝑒𝑥_𝑠  = 1 :  SR  

𝐼𝑓 𝐴𝐹𝑘𝑠 ≥ 𝑐𝑜𝑟𝑒 − 𝑠 

𝐶𝑆𝑆𝑅𝑠
{𝑖𝑛𝑑𝑒𝑥_𝑠1} = 𝑆𝑅_𝑙𝑖𝑠𝑡 𝑖𝑛𝑑𝑒𝑥_𝑠 + 𝐶𝑆𝑆𝑅𝑠

 

𝑖𝑛𝑑𝑒𝑥_𝑠1 = 𝑖𝑛𝑑𝑒𝑥_𝑠1 + 1; 
               End 

End 

 

ix. Finding the Affinity between rules and classes through super rules within𝒄𝒐𝒓𝒆 − 𝒔 
 

Calculating the 𝐴𝐹𝑘𝑠𝑐𝑗
𝑘  between 𝑅𝑘   and class 𝑂𝑗  through the super rules 𝐶𝑆𝑆𝑅𝑠

as follows: 

 

𝐴𝐹𝑘𝑠𝑐 = 0; 
 
For 𝑖𝑛𝑑𝑒𝑥_𝑠 =1: S_list 
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𝐴𝐹𝑘𝑠𝑐𝑗
𝑘 =

𝑊𝑠𝑗
𝑖𝑛𝑑𝑒𝑥 _𝑠 ∗  𝐹𝑆𝑗

𝑖𝑛𝑑𝑒𝑥 _𝑠

 𝑊𝑠𝑗
𝑖𝑛𝑑𝑒𝑥 _𝑠 × 𝐹𝑆𝑗

𝑖𝑛𝑑𝑒𝑥 _𝑠𝑐
𝑗=1

+ 𝐴𝐹𝑘𝑠𝑐𝑗
𝑘  

End 

 

Where the weights of rule  𝑅𝑘  with the class pattern 𝑂𝑗 , where  S_list is the number of rules in 𝐶𝑆𝑆𝑅𝑠
  and Wsj

s  

whereWkj
s ∈ [0,1],  𝑊𝑠𝑗 = 1c

j=1  

 

x. Affinity between rules and classes through Frequentist probability 

 

Finding the Affinity between rules and classes through Frequentist probability can be found with this equation: 

𝐴𝐹𝑘𝑓𝑐𝑘
𝑗

=  
𝑁𝑗

𝑁
 

 

Where 𝑁𝑗   is the number of training patterns of class 𝑂𝑗  and 𝑁is the total number of training patterns 

 

xi. Final Affinity between rules and classes through all affinity relationships 

 

Finding Final Affinity 𝐴𝐹𝐹 between each rule 𝑅𝑘   and class 𝑂𝑗 through all affinity relationships can be found 

with this equation: 

𝐴𝐹𝐹𝑗
𝑘 =

𝐴𝐹𝑘𝑗
𝑘 + 𝐴𝐹𝑘𝑙𝑐𝑗

𝑘  + 𝐴𝐹𝑘𝑠𝑐𝑗
𝑘 + 𝐴𝐹𝑘𝑓𝑐𝑗

𝑘

𝑁_𝐴𝑓𝑓
 

 

Where 𝐴𝐹k: Affinity between rules and classes through training set, 𝐴𝐹klc: Affinity between rules and classes 

through other rules within𝑐𝑜𝑟𝑒 − r  , 𝐴𝐹𝑘𝑠𝑐: Affinity between rules and classes through Super rules within 

core − s, 𝐴𝐹kfc: Affinity between rules and classes through Frequentist probability, 𝑁_𝐴𝑓𝑓 : Number of 

Affinity relationships which equals to 4 and  1 ≤ k ≤ 𝐿 and  1 ≤ j ≤ 𝑐 

 
III. CONCLUSION 

Predictive models are using widely for providing aclassification and prediction. The affinity predictive model 

can be used for classification and prediction problems. A review of related literature reveals that existing models 

of Affinity Predictive provide a binary classification. In multi-class classification, the input is to be classified 

into one, and only one, of non-overlapping outcomes. Indeed, the multi- class prediction is needed in many 

applications. Therefore, a mathematical model of Affinity have been presented in this paper.  
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