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ABSTRACT:A realistic description of the development of a population must obviously take into account both 

the births and deaths of the individuals composing it, this description can be illustrated by a simple model that 

is obtained by combining the Birth Processes model and the Death Processes model, this model is called the 

Birth and Death Processes, which represents an important class of Markov Processes applied in the study of 

waiting phenomena.The model of the Birth and Death Processes (See p.3 in [1], p.4 and 5 in [6]) implicate the 

existence of the famous Chapman Kolmogorov's equation,which has been unresolved until now, considering 

the interest of this problem (See p.4 in [1]), whose aim to find the law of the Birth and Death Processes, we 

have solved in this article this equation, and thus find the law of this process according to three cases. 

Thanks to this law, many problems can be solved,usedin particularinbiology, demography, physics, sociology, 

statistic..., to account for the evolution of the size of a population. 

KEYWORDS: Problem modeling, Reduction of the matrix, Recurrent Sequences of Order 2andIdentification 

of the law. 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

Date of Submission: 18-07-2017                                                                            Date of acceptance: 10-08-2017 

----------------------------------------------------------------------------------------------------------------------------- ---------- 

 

1. INTRODUCTION 

A birth-death process is a continuous-time Markovchain that counts the number of particles in a system 

over time. In the general process with n current particles, a new particle is born with instantaneous rate λn and a 

particle dies with instantaneous rate λn. 

Birth-death processes (BDP) have a rich history in probabilistic modeling, including applications in 

ecology, genetics, statistic and evolution.These probabilities exhibit their usefulness in many modeling 

applications since the probabilities do not depend on the possibly unobserved path taken by the process from m 

to n and hence make possible analyses of discretely sampled or partially observed processes.  

In this article, and as part of the propagation of the use of the BDPs law, we will present the solutions of the 

first three cases of Chapman Kolmogorov's equation, knowing that our study will be limited to n-states. 

Hence, in the first section we will present the model of the BDPs and well define the Chapman Kolmogorov's 

equation, in the second section we will explain the approach followed to solve this equation, and in the third 

section we will find the resolution of Equation in three cases. 

 

2. Presentation of the model 
To model this process, our study will be limited on the states between 1 and n, so we identify the states of this 

process with:  Pi(t)    (Wherei=1,…,n) 

Knowing that:𝐏𝐣 𝐭 = 𝐏 𝐗𝐭 = 𝐣     ;  (Where  𝐏 𝐗𝐭 = 𝐢 𝐧
𝐢=𝟏 = 𝟏) 

(Where𝐗𝐭is 𝐚𝐝𝐢𝐬𝐜𝐫𝐞𝐭𝐞 and 𝐡𝐨𝐦𝐨𝐠𝐞𝐧𝐞𝐨𝐮𝐬𝐬𝐭𝐨𝐜𝐡𝐚𝐬𝐭𝐢𝐜𝐩𝐫𝐨𝐜𝐞𝐬𝐬(𝐭 ∈ ℝ+)) 

LetP(t)the column matrix of type(n, 1)such as:𝐏(𝐭)𝐭 = (𝐏𝟏 𝐭 ,𝐏𝟐 𝐭 ,… ,𝐏𝐧 𝐭   ; (𝐭 ∈ ℝ+) 

Let:𝐏𝐢𝐣(∆𝐭) = 𝐏(𝐗𝐭+∆𝐭 = 𝐣/𝐗𝐭 = 𝐢)(1) (The transition probability of the statei in the state j) 

 

 Definition: 

- The Process of Birth and Death is defined as follows (See  𝟏 ): 

①𝐏𝐢𝐣 ∆𝐭 =

 
 

 
ʎ𝐢∆𝐭 + 𝐨 ∆𝐭       ;       𝐬𝐢:  𝐣 = 𝐢 + 𝟏

µ𝐢∆𝐭 + 𝐨 ∆𝐭      ;       𝐬𝐢:  𝐣 = 𝐢 − 𝟏

𝟏 −  ʎ𝐢 + µ𝐢 ∆𝐭 + 𝐨 ∆𝐭    ;    𝐬𝐢:  𝐣 = 𝐢

𝐨 ∆𝐭            ;           𝐬𝐢:   𝐣 − 𝐢 ≥ 𝟐

 (2) 
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 Proposition: 

- Let𝐏𝐢(𝐭)a process of birth and death 𝐢 = 𝟏,… ,𝐧 . 
Withʎ𝐤 𝐤 = 𝟏,… ,𝐧 isthebirth rate and𝛍𝐤 𝐤 = 𝟏,… ,𝐧 isthe death rate. 

- Thus we have the following system of linear differential equations(3)(See  𝟏 ): 

 
 
 

 
 

𝐏𝟏
′  𝐭 = −(ʎ𝟏 + µ𝟏)𝐏𝟏 𝐭 + µ𝟐𝐏𝟐(𝐭)

…
𝐏𝐣
′ 𝐭 = ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 − (ʎ𝐣 + µ𝐣)𝐏𝐣 𝐭 + µ𝐣+𝟏𝐏𝐣+𝟏(𝐭)

…
𝐏𝐧
′  𝐭 = ʎ𝐧−𝟏𝐏𝐧−𝟏 𝐭 − (ʎ𝐧 + µ𝐧)𝐏𝐧(𝐭)

  ;   𝐣 = 𝟐,… ,𝐧 − 𝟏 

 

 

 Proof: 

According to the Bays formula, we have:𝐏 𝐗𝐭+∆𝐭 = 𝐣 =  𝐏 𝐗𝐭+∆𝐭 = 𝐣 ,𝐗𝐭 = 𝐢 𝐧
𝐢=𝟏 (4) 

 

So,𝐏 𝐗𝐭+∆𝐭 = 𝐣 =  𝐏 𝐗𝐭+∆𝐭 = 𝐣 /𝐗𝐭 = 𝐢 𝐧
𝐢=𝟏 .𝐏 𝐗𝐭 = 𝐢  

 

Thus we obtain the relation:②𝐏𝐣 𝐭 + ∆𝐭 =  𝐏𝐢 𝐭 
𝐧
𝐢=𝟏 .𝐏𝐢𝐣 ∆𝐭 (5) 

By replacing ① in ②, we will have:       

 𝐏𝐣 𝐭 + ∆𝐭 = 𝐏𝐣−𝟏 𝐭 .𝐏𝐣−𝟏𝐣 ∆𝐭 + 𝐏𝐣 𝐭 .𝐏𝐣𝐣 ∆𝐭 + 𝐏𝐣+𝟏 𝐭 .𝐏𝐣+𝟏𝐣 ∆𝐭 + 𝐨 ∆𝐭  

𝐏𝐣 𝐭 + ∆𝐭 = ʎ𝐣−𝟏∆𝐭.𝐏𝐣−𝟏 𝐭 +  𝟏 −  ʎ𝐣 + µ𝐣 ∆𝐭 𝐏𝐣 𝐭 + µ𝐣+𝟏∆𝐭 𝐏𝐣+𝟏 𝐭  + 𝐨 ∆𝐭  

            𝐏𝐣 𝐭 + ∆𝐭 −𝐏𝐣 𝐭 = (ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 −  ʎ𝐣 + µ𝐣 𝐏𝐣 𝐭 + µ𝐣+𝟏 𝐏𝐣+𝟏 𝐭 )∆𝐭 + 𝐨 ∆𝐭  

   𝐏𝐣 𝐭 + ∆𝐭 − 𝐏𝐣 𝐭 

∆𝐭
= ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 −  ʎ𝐣 + µ𝐣 𝐏𝐣 𝐭 + µ𝐣+𝟏 𝐏𝐣+𝟏 𝐭 + 𝛆 ∆𝐭  

With  𝛆 ∆𝐭 =
𝐨 ∆𝐭 

∆𝐭
 Such that: 𝐥𝐢𝐦∆𝐭→𝟎 𝛆 ∆𝐭 = 𝟎  

 ∆𝐭 → 𝟎 ⇒ 𝐏𝐣
′ 𝐭 = ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 −  ʎ𝐣 + µ𝐣 𝐏𝐣 𝐭 + µ𝐣+𝟏𝐏𝐣+𝟏 𝐭 (6) 

 

Therefore,we obtain:   𝐏′ 𝐭 = 𝐀.𝐏 𝐭 (7) 

 

With𝐀 ∈ 𝐌𝐍 ℝ andPa column matrix of type 𝐧, 𝟏 : 

𝐀 =  

−(ʎ𝟏 + 𝛍𝟏) 𝛍𝟐 𝟎
ʎ𝟏 ⋱ 𝛍𝐧
𝟎 ʎ𝐧−𝟏 −(ʎ𝐧 + 𝛍𝐧)

  

This represents the famous Chapman Kolmogorov equation (See [1] and [6]). 

 

3. Resolution of equation: 𝐏′ 𝐭 = 𝐀.𝐏 𝐭 (7) 

3.1 Procedure followed in solving equation: 

 Goal: Solve the equation:𝐏′ 𝐭 = 𝐀.𝐏 𝐭 (7) 

(The matrix A is non-singular and tridiagonal (described above)) 

 

That is, solve the following system of linear differential equations(3)(See  𝟏 ): 

 

 
 
 

 
 

𝐏𝟏
′  𝐭 = −(ʎ𝟏 + µ𝟏)𝐏𝟏 𝐭 + µ𝟐𝐏𝟐(𝐭)

…
𝐏𝐣
′ 𝐭 = ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 − (ʎ𝐣 + µ𝐣)𝐏𝐣 𝐭 + µ𝐣+𝟏𝐏𝐣+𝟏(𝐭)

…
𝐏𝐧
′  𝐭 = ʎ𝐧−𝟏𝐏𝐧−𝟏 𝐭 − µ𝐧𝐏𝐧(𝐭)

   ;    𝐣 = 𝟐,… ,𝐧 − 𝟏 

 

So to solve this equation, we try to diagonalize the matrix A(See 𝟑 ) and 𝟒 ). 

Thus, firstly, we will prove that the matrix A is diagonalizable. 

Secondly, the eigenvalues of the matrix A andthe eigenvectors associatedwill be searched. 

Third, the matrix S, whose columns are the eigenvectors associated with the eigenvaluesof the matrix A, will 

be determined. 

Therefore, we have:𝐀 = 𝐒𝐃𝐒−𝟏(8) 

(Dis a diagonal matrix with the proper values of the matrix A on her principal diagonal) 

 

Next we will putthe following change of variable:𝐐 𝐭 = 𝐒−𝟏𝐏(𝐭)(9) 
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So,    𝐐′ 𝐭 = 𝐒−𝟏𝐏′ 𝐭 = 𝐒−𝟏𝐀𝐏 𝐭 = 𝐒−𝟏𝐀𝐒𝐐 𝐭 = 𝐃𝐐(𝐭)  (Because:𝐏 𝐭 = 𝐒𝐐 𝐭 (10)) 

Thus we solve first the equation:𝐐′ 𝐭 = 𝐃𝐐(𝐭)(11) 

 

Then we concludeP(t) according to the relation:𝐏 𝐭 = 𝐒𝐐(𝐭)(10) 

 

3.2 Demonstration of the diagonalization of the matrix A: 

 

 Lemma①: 

- Let𝐀 ∈ 𝐌𝐧(ℝ)a tridiagonal symmetric real matrix, such that:𝐛𝐢 ≠ 𝟎for all i between 1 and n-1. 

𝐀 =  

𝐚𝟏 𝐛𝟏 𝟎
𝐛𝟏 ⋱ 𝐛𝐧−𝟏
𝟎 𝐛𝐧−𝟏 𝐚𝐧

  

 -The associatedproper spaceatany eigenvalue of the matrix A, is of dimension 1, sotheeigenvalues of the  

matrixA are simples (See [5]). 

 

 Proof: 

Since the matrix A is real symmetric, all its propervalues are real. 

For any propervalue ʎ of the matrixA, we notice: 

𝐀ʎ = 𝐀 − ʎ𝐈𝐧 =  

𝐚𝟏 − ʎ 𝐛𝟏 𝟎
𝐛𝟏 ⋱ 𝐛𝐧−𝟏
𝟎 𝐛𝐧−𝟏 𝐚𝐧 − ʎ

  

 

And𝐁ʎis the matrix extracted from the matrix𝐀ʎBy deleting the first line and the last column, let: 

𝐁ʎ =  

𝐛𝟏 𝐚𝟐 − ʎ 𝟎
⋮ ⋱ 𝐚𝐧−𝟏 − ʎ
𝟎 ⋯ 𝐛𝐧−𝟏

  

 

Then, we have:𝐝𝐞𝐭 𝐁ʎ = 𝐢=𝟏
𝐧−𝟏𝐛𝐢 ≠ 𝟎because:   𝐛𝐢 ≠ 𝟎for   𝐢 = 𝟏,… ,𝐧 − 𝟏 

So,                                  𝐫𝐚𝐧𝐠 𝐀ʎ ≥ 𝐧 − 𝟏 

Thus, we have:∀ ʎ ∈ ℝ      𝐝𝐢𝐦 𝐊𝐞𝐫 𝐀 − ʎ𝐈𝐧  ≤ 𝟏(Because: 𝐫𝐚𝐧𝐠 𝐀ʎ + 𝐝𝐢𝐦 𝐤𝐞𝐫 𝐀ʎ  = 𝐧) 

Therefore:𝐝𝐢𝐦 𝐊𝐞𝐫 𝐀 − ʎ𝐈𝐧  = 𝟏  (Because:  𝐝𝐢𝐦 𝐊𝐞𝐫 𝐀 − ʎ𝐈𝐧  ≠ 0 ) 

Knowing that the matrix A is diagonalizable, noting ʎ𝟏,… , ʎ𝐩lesp real proper valuestwo to two distinct from 

the matrixA, such that:𝐩 ≤ 𝐧  ,  

We have the following relation(Eis a vector space): 

𝐄 = 𝐤=𝟏
𝐩

𝐊𝐞𝐫(𝐀 − ʎ𝐤𝐈𝐧)   ;   k=1, …, p   With𝐝𝐢𝐦 𝐊𝐞𝐫 𝐀 − ʎ𝐤𝐈𝐧  = 𝟏  
 

This requires:p=n, thus the matrixAhas nsimple real eigenvalues two to two distinct. 

 

 Lemma②: 

- Let𝐧 ≥ 𝟑, weconsider the matrix𝐀 ∈ 𝐌𝐧(ℝ)as following: 

𝐀 =  

𝐚𝟏 𝐜𝟏 𝟎
𝐛𝟐 ⋱ 𝐜𝐧−𝟏
𝟎 𝐛𝐧 𝐚𝐧

  

Such that:𝐛𝐤 > 0 and  𝐜𝐤′ > 0fork=2, …, n and𝐤′ = 𝟏,… ,𝐧 − 𝟏 

- The matrix A has the same characteristic polynomial as the matrix T,such that: 

𝐓 =  

𝐚𝟏  𝐛𝟐𝐜𝟏 𝟎

 𝐛𝟐𝐜𝟏 ⋱  𝐛𝐧𝐜𝐧−𝟏

𝟎  𝐛𝐧𝐜𝐧−𝟏 𝐚𝐧

  

(Because the matrix A is similar to the matrix T 

 

 Proof: 

By noting that for any diagonal matrix𝐃 = 𝐝𝐢𝐚𝐠(𝛂𝟏,… ,𝛂𝐧)and any matrix𝐀 ∈ 𝐌𝐧(ℝ)of columns𝐂𝟏,… ,𝐂𝐧and 

lines𝐋𝟏,… ,𝐋𝐧, we have:𝐃𝐀 =  
𝛂𝟏𝐋𝟏
…

𝛂𝐧𝐋𝐧

 and𝐀𝐃 = (𝛂𝟏𝐂𝟏,… ,𝛂𝐧𝐂𝐧) 

It can be deduced that in the case where all 𝛂𝐤 ≠ 𝟎 (𝐤 = 𝟏,… ,𝐧), we have:𝐃−𝟏𝐀𝐃 =  
𝛂𝐣

𝛂𝐢
𝐚𝐢𝐣 

𝟏≤𝐢,𝐣≤𝐧
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Since the matrix A is tridiagonal, then we have(12):𝐃−𝟏𝐀𝐃 =

 

 
 

𝐚𝟏
𝛂𝟐

𝛂𝟏
𝐜𝟏 𝟎

𝛂𝟏

𝛂𝟐
𝐛𝟐 ⋱

𝛂𝐧

𝛂𝐧−𝟏
𝐜𝐧−𝟏

𝟎
𝛂𝐧−𝟏

𝛂𝐧
𝐛𝐧 𝐚𝐧

 

 
 

 

 

And defining the sequence 𝛂𝐤 𝟏≤𝐤≤𝐧by(13): 

𝛂𝟏 = 𝟏

𝛂𝐤 = 𝛂𝐤−𝟏 
𝐛𝐤

𝐜𝐤−𝟏
    ;    𝐤 = 𝟐,… ,𝐧

  

 

So (14), 
𝛂𝐤−𝟏

𝛂𝐤
𝐛𝐤 =  

𝐜𝐤−𝟏

𝐛𝐤
𝐛𝐤 =  𝐛𝐤𝐜𝐤−𝟏 =  

𝐛𝐤

𝐜𝐤−𝟏
𝐜𝐤−𝟏 =

𝛂𝐤

𝛂𝐤−𝟏
𝐜𝐤−𝟏   ;    𝐤 = 𝟐,… ,𝐧 

 

Ultimately, the matrix A is similar to the matrixT(𝐃−𝟏𝐀𝐃 = 𝐓), such that: 

𝐓 =  

𝐚𝟏  𝐛𝟐𝐜𝟏 𝟎

 𝐛𝟐𝐜𝟏 ⋱  𝐛𝐧𝐜𝐧−𝟏

𝟎  𝐛𝐧𝐜𝐧−𝟏 𝐚𝐧

  

 

 Lemma③: 

- The matrix T is diagonalizable with simple eigenvalues,and the same is true for the matrix A. 

 

 Proof: 

The matrix T is real symmetric, then it is diagonalizable. 

And since it is tridiagonal with: 𝐛𝐤𝐜𝐤−𝟏 ≠ 𝟎 𝐤 = 𝟐,… ,𝐧  
Therefore according to the lemma①, the matrix Thasn simpleeigenvalues. 

According to the Lemma②, the matrix Ais similar to the matrix T, thus it is diagonalizable and has n simple 

eigenvalues (Thesame as the matrix T). 

 

3.3 Resolution of the Chapman Kolmogorov equation:  

We will solve the equation of Chapman Kolmogorov according to three cases: 

 

3.3.1 ∀ i = 1,… , n      ;    μi = ʎi = β 

 

So,     ∀ 𝐢 = 𝟏,… ,𝐧      ;     − ʎ𝐢 + 𝛍𝐢 = − 𝛃 + 𝛃 = −𝟐𝛃 

Thus the matrix A becomes:𝐀 =  

−𝟐𝛃 𝛃 𝟎
𝛃 ⋱ 𝛃
𝟎 𝛃 −𝟐𝛃

  

 

To do this,we look for the real𝛂such that there is a vector 𝐗 =  𝐱𝐢 𝟏≤𝒊≤𝒏 ≠ 0 ofℝ𝐧Such that:𝐀𝐗 = 𝛂𝐗 

Then, we have(15):   

𝛃𝐱𝟐 −  𝛂 + 𝟐𝛃 𝐱𝟏 = 𝟎

𝛃𝐱𝐤+𝟏 −  𝟐𝛃 + 𝛂 𝐱𝐤 + 𝛃𝐱𝐤−𝟏 = 𝟎   ;    𝐤 = 𝟐,… ,𝐧 − 𝟏

   − 𝟐𝛃 + 𝛂 𝐱𝐧 + 𝛃𝐱𝐧−𝟏 = 𝟎

  

 

Thus, by positing: 𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

We obtain for the finite sequence 𝐱𝐤 ,the following recurring sequence of order 2(16): 

∀ 𝐤 = 𝟏,… ,𝐧𝛃𝐱𝐤+𝟏 −  𝟐𝛃 + 𝛂 𝐱𝐤 + 𝛃𝐱𝐤−𝟏 = 𝟎(See [7]) 

 

Hercharacteristic equation is given by:  𝛃𝐫𝟐 −  𝟐𝛃 + 𝛂 𝐫 + 𝛃 = 𝟎(17) 

Ofdiscriminant: ∆=  𝟐𝛃 + 𝛂 𝟐 − 𝟒𝛃𝟐(18) 

 

We will discuss the solutions according to the sign of λ and the values of the initials conditions: 

 

𝟏𝐬𝐭𝐜𝐚𝐬𝐞:     ʎ ∈  −∞;−𝟒𝛃  𝟎; +∞ ⇒ ∆> 0 

Therefore the characteristic equation admits two conjugate real 𝐬𝐨𝐥𝐮𝐭𝐢𝐨𝐧𝐬𝐫− and  𝐫+given by: 

𝐫± =
𝛂+𝟐𝛃

𝟐𝛃
±   

𝛂+𝟐𝛃

𝟐𝛃
 
𝟐

− 𝟏(19) 
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Therefore,  𝐱𝐤 𝟏≤𝐤,𝐢≤𝐧is given by:𝐱𝐤 = 𝛄−𝐫−
𝐤 + 𝛄+𝐫+

𝐤(20) 

Where the coefficients 𝛄−and𝛄+are provided by the following conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

Thus we obtain: 
𝛄− + 𝛄+ = 𝟎

𝛄− 𝐫−
𝐧+𝟏 − 𝐫+

𝐧+𝟏 = 𝟎
  

Therefore, we have:𝛄− = 𝛄+ = 𝟎so,𝐗 =  𝟎 λWhich is excluded. 

 Therefore, this case is empty. 

 

𝟐𝐧𝐝𝐜𝐚𝐬𝐞:𝛂 = −𝟐𝛃 ± 𝟐𝛃     ⇒∆= 𝟎 

Then the characteristic equation admits a double real solution, (Nominated𝐫𝟎), such that(21): 

𝐱𝐤 = (𝛄− + 𝐤𝛄+)𝐫𝟎
𝐤 ;    k=1, …, n 

The condition:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎give   𝛄− = 𝛄+ = 𝟎 

In the end:   𝐗 =  𝟎 λwhich is excluded. 

 This second case is also empty. 

 

𝟑𝐫𝐝𝐜𝐚𝐬𝐞:𝛂 ∈  −𝟒𝛃;𝟎 ⇒∆< 𝟎 

Thus, we can write 𝛂under the form:𝛂 = 𝟐𝛃 (𝐜𝐨𝐬 𝛉 − 𝟏)      with𝛉 ∈  𝟎,   ,𝟐  
Thus the characteristic equation becomes(22): 

𝐫𝟐 − (𝟐 𝐜𝐨𝐬 𝛉)𝐫 + 𝟏 = 𝟎 (Because:𝛃 ≠ 𝟎) 

Who has two conjugate complex solutions𝛚and𝛚 given by:𝛚 = 𝐞𝐢𝛉and𝛚 = 𝐞−𝐢𝛉 

Which give(23):𝐱𝐤 = 𝛄−𝛒
𝐤 𝐜𝐨𝐬 𝐤𝛉 + 𝛄+𝛒

𝐤 𝐬𝐢𝐧 𝐤𝛉  ;   k=1, …, n 

With:   𝛒 =  𝛚 = 𝟏and𝛉 = 𝐚𝐫𝐠 𝛚  
Thus, the recurring sequence of order2 becomes: 𝐱𝐤 = 𝛄− 𝐜𝐨𝐬 𝐤𝛉 + 𝛄+ 𝐬𝐢𝐧 𝐤𝛉(24) 

Using the initials conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

We obtain for  𝐱𝟎 = 𝟎:     𝛄− = 𝟎 

So, 𝐱𝐤 = 𝛄+ 𝐬𝐢𝐧 𝐤𝛉 

The condition:𝐱𝐧+𝟏 = 𝟎gives𝛄+ = 𝟎or 𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎 

If𝛄+ = 𝟎than𝐗 =  𝟎  → therefore, it is excluded. 

If𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎than𝛉 =
𝐤

𝐧+𝟏
 

Therefore, the eigenvalues of the matrix A are of the form(25): 

∀ 𝛂𝐤 ∈  −𝟒𝛃,𝟎 𝛂𝐤 = 𝟐𝛃  𝐜𝐨𝐬  
𝐤

𝐧+𝟏
 − 𝟏    ;   k=1, …, n  

And, the associatedeigenvectors are of the form(26): 𝐱𝐤 𝐣 = 𝛄+ 𝐬𝐢𝐧  𝐣
𝐤𝛑

𝒏+𝟏
 ;𝟏 ≤ 𝐤, 𝐣 ≤ 𝐧 

 

We return to our equation:𝐏′ 𝐭 = 𝐀.𝐏 𝐭 (7) 

We have S a matrix, whose columns are theeigenvectors associated to the eigenvaluesof the matrix A, such 

that it is presented in the following form(27): 

𝐒 = 𝛄+

 

 
 
𝐬𝐢𝐧  



𝐧 + 𝟏
 ⋯ 𝐬𝐢𝐧  

𝐧

𝐧 + 𝟏
 

⋮ ⋱ ⋮

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 ⋯ 𝐬𝐢𝐧  

𝐧𝟐

𝐧 + 𝟏
 
 

 
 

 

 

So, as explained in paragraph (33.1) above, wefirst solve the following linear differential equation: 

𝐐′ 𝐭 = 𝐃𝐐(𝐭)(11) 

 

We have:𝐐′ 𝐭 =  

𝟐𝛃 𝐜𝐨𝐬  


𝐧+𝟏
 − 𝟏 ⋯ 𝟎

⋮ ⋱ ⋮

𝟎 ⋯ 𝟐𝛃 𝐜𝐨𝐬  


𝐧+𝟏
 − 𝟏 

  
𝐐𝟏 𝐭 
⋮

𝐐𝐧 𝐭 
  

 

So(28), 
𝐐𝟏
′  𝐭 
…

𝐐𝐧
′  𝐭 

 =  

𝟐𝛃  𝐜𝐨𝐬  


𝐧+𝟏
 − 𝟏 𝐐𝟏 𝐭 

⋮

𝟐𝛃  𝐜𝐨𝐬  
𝐧

𝐧+𝟏
 − 𝟏 𝐐𝐧 𝐭 

  

 

Thus,we obtain (29):𝐐𝐤 𝐭 = 𝛅𝐤𝐞
−𝟐𝛃 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
 −𝟏 𝐭    ;      𝐤 = 𝟏,… ,𝐧 

With𝛅𝐤is a constant to be determined, if we have an initial condition. 
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Therefore, and according to the following relation:𝐏 𝐭 = 𝐒𝐐 𝐭 (10) 

 

We have(30):𝐏 𝐭 = 𝛄+  

𝐬𝐢𝐧  


𝐧+𝟏
 ⋯ 𝐬𝐢𝐧  

𝐧

𝐧+𝟏
 

⋮ ⋱ ⋮

𝐬𝐢𝐧  
𝐧

𝐧+𝟏
 ⋯ 𝐬𝐢𝐧  

𝐧𝟐

𝐧+𝟏
 

  
𝛅𝟏𝐞

−𝟐𝛃 𝐜𝐨𝐬 


𝐧+𝟏
 −𝟏 𝐭

⋮

𝛅𝐧𝐞
−𝟐𝛃 𝐜𝐨𝐬 

𝐧

𝐧+𝟏
 −𝟏 𝐭

  

 

Finally,𝐏𝐣 𝐭 is in the following form(31): 

𝐏𝐣 𝐭 = 𝛄+  𝛅𝐤 𝐬𝐢𝐧  
𝐣𝐤

𝐧 + 𝟏
 𝐞−𝟐𝛃 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
 −𝟏 𝐭  ;     𝐣 = 𝟏,… ,𝐧     

𝐧

𝐤=𝟏

 

 

Noting that the constant𝛄+is obtained if we have an initial condition (Example: 𝐗𝐤 𝟎 = 𝐜𝐬𝐭 ; 𝐤 = 𝟏,… ,𝐧) 

 Noting that the constant𝛗𝐤is obtained if we have an initial condition (Example: 𝛅𝐤 𝟎 = 𝐜𝐬𝐭; 𝐤 = 𝟏,… ,𝐧) 

 

3.3.2  ∀  i = 1,… , n     ;    ʎi = ʎ   et    μi = μ    ʎ ≠ μ  

Thus, we obtain the matrix A in the form:𝐀 =  

− ʎ + 𝛍 𝛍 𝟎
ʎ ⋱ 𝛍

𝟎 ʎ − ʎ + 𝛍 
  

 

First we will look for the eigenvaluesand theassociatedeigenvectorof the matrixA. 

Let𝛂aneigenvalueof the matrixAand𝐱 ∈ ℝ𝐧 − {𝟎}anassociatedeigenvector, then(32): 

 
 
 

 
 

− ʎ + 𝛍 𝐱𝟏 + 𝛍𝐱𝟐 = 𝛂𝐱𝟏
…

ʎ𝐱𝐤−𝟏 −  ʎ + 𝛍 𝐱𝐤 + 𝛍𝐱𝐤+𝟏 = 𝛂𝐱𝐤;   𝐤 = 𝟐,… ,𝐧 − 𝟏
…

ʎ𝐱𝐧−𝟏 −  ʎ + 𝛍 𝐱𝐧 = 𝛂𝐱𝐧

  

 

Thus,

 
 
 

 
 

𝛍𝐱𝟐 −  𝛂 +  ʎ + 𝛍  𝐱𝟏 = 𝟎
…

𝛍𝐱𝐤+𝟏 −   ʎ + 𝛍 + 𝛂 𝐱𝐤 + ʎ𝐱𝐤−𝟏 = 𝟎  ;   𝐤 = 𝟐,… ,𝐧 − 𝟏
…

− 𝛂 +  ʎ + 𝛍  𝐱𝐧 + ʎ𝐱𝐧−𝟏 = 𝟎

  

 

Thus,by putting𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎,we obtain for the finite sequence 𝐱𝐤 𝟏≤𝐣≤𝐧the following recurrence relation of 

order 2(33):𝛍𝐱𝐤+𝟏 −   ʎ + 𝛍 + 𝛂 𝐱𝐤 + ʎ𝐱𝐤−𝟏 = 𝟎    ;    𝐤 = 𝟏,… ,𝐧(See [7]) 

 

Hercharacteristic equation is given by:𝛍𝐫𝟐 −   ʎ + 𝛍 + 𝛂 𝐫 + ʎ = 𝟎(34) 

Of discriminant:∆=   ʎ + 𝛍 + 𝛂 
𝟐
− 𝟒ʎ𝛍(35) 

 

We will discuss the solutions according to the sign of λ and the values of the initials conditions: 

 

𝟏𝐬𝐭𝐜𝐚𝐬𝐞 :    𝛂 ∈  −∞ ;− ʎ + 𝛍 − 𝟐 ʎ𝛍  − ʎ + 𝛍 + 𝟐 ʎ𝛍 ; +∞ ⇒ ∆> 0 

𝟐è𝐦𝐞𝐜𝐚𝐬𝐞:𝛂 = − ʎ + 𝛍 ± 𝟐 ʎ𝛍     ⇒∆= 𝟎 

𝟑𝐫𝐝𝐜𝐚𝐬𝐞:𝛂 ∈  − ʎ + 𝛍 − 𝟐 ʎ𝛍;  − ʎ + 𝛍 + 𝟐 ʎ𝛍 ⇒∆< 𝟎 

 

Thus, as we see in the first case where the coefficients ʎ𝐤andµ𝐤are equal to the same constant,if we choose the 

following conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

The solutions exist for:     ∆< 𝟎 

By putting:   𝛂 = − ʎ + 𝛍 + 𝟐 ʎ𝛍 𝐜𝐨𝐬 𝛉     ;     𝛉 ∈  𝟎,   ,𝟐  
 

Thecharacteristic equation becomes:𝛍𝐫𝟐 − 𝟐 ʎ𝛍𝐜𝐨𝐬 𝛉 𝐫 + ʎ = 𝟎(36) 

Thus, asʎ ≠ 𝟎, we have:
𝛍

ʎ
𝐫𝟐 + 𝟐 

𝛍

ʎ
𝐜𝐨𝐬 𝛉 𝐫 + 𝟏 = 𝟎 
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We have the following relation(37):
𝛍

ʎ
𝐫𝟐 + 𝟐 

𝛍

ʎ
𝐜𝐨𝐬 𝛉 𝐫 + 𝟏 =   

𝛍

ʎ
𝐫 − 𝐞𝐢𝛉   

𝛍

ʎ
𝐫 − 𝐞−𝐢𝛉  

 

The characteristic equation admits two complex conjugate solutions𝛚and𝛚 defined by: 

𝛚 =  
ʎ

𝛍
𝐞𝐢𝛉et𝛚 =  

ʎ

𝛍
𝐞−𝐢𝛉 

 

Which give(23):𝐱𝐤 = 𝛄−𝛒
𝐤 𝐜𝐨𝐬 𝐤𝛉 + 𝛄+𝛒

𝐤 𝐬𝐢𝐧 𝐤𝛉    ;   k=1, …, n 

With: 𝛒 =  𝛚 =  
ʎ

𝛍
and𝛉 = 𝐚𝐫𝐠 𝛚  

Thus, the recurring sequence of order 2 becomes(38):  

𝐱𝐤 = 𝛄−   
ʎ

𝛍
 
𝐤

𝐜𝐨𝐬 𝐤𝛉 + 𝛄+   
ʎ

𝛍
 
𝐤

𝐬𝐢𝐧 𝐤𝛉    ;    k=1, …, n 

By using the initial conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

We obtain for𝐱𝟎 = 𝟎:𝛄− = 𝟎 

So(39), 𝐱𝐤 = 𝛄+   
ʎ

𝛍
 
𝐤

𝐬𝐢𝐧 𝐤𝛉;     k=1, …, n 

The condition:𝐱𝐧+𝟏 = 𝟎gives𝛄+ = 𝟎or𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎 

If𝛄+ = 𝟎than𝐗 =  𝟎    →   𝐓𝐡𝐞𝐫𝐞𝐟𝐨𝐫𝐞, it is excluded. 

If𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎than𝛉 =
𝐤

𝐧+𝟏
 

Therefore, the eigenvalues of the matrix A(Nominated 𝛂𝐤, 𝐤 = 𝟏,… ,𝐧) are of the form(40): 

∀𝛂𝐤 ∈  − ʎ + 𝛍 − 𝟐 ʎ𝛍;− ʎ + 𝛍 + 𝟐 ʎ𝛍 𝛂𝐤 = − ʎ + 𝛍 + 𝟐 ʎ𝛍 𝐜𝐨𝐬  
𝐤

𝐧 + 𝟏
  

 

Andthe associatedeigenvectors of the matrixA are of the form(41): 

 𝐱𝐤 𝐣 = 𝛄+   
ʎ

𝛍
 
𝐤

𝐬𝐢𝐧  𝐣
𝐤

𝐧+𝟏
     ;    𝟏 ≤ 𝐤, 𝐣 ≤ 𝐧 

 

We return to our equation:    𝐏′ 𝐭 = 𝐀.𝐏 𝐭 (7) 

We have S a matrix, whose columns are theeigenvectors associated to the eigenvaluesof the matrix A, such 

that it is presented in the following form(42): 

𝐒 = 𝛄+

 

 
 
 
 
  

ʎ

𝛍
𝐬𝐢𝐧  



𝐧 + 𝟏
 ⋯   

ʎ

𝛍
 

𝐧

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 

⋮ ⋱ ⋮

 
ʎ

𝛍
𝐬𝐢𝐧  

𝐧

𝐧 + 𝟏
 ⋯   

ʎ

𝛍
 

𝐧

𝐬𝐢𝐧  
𝐧𝟐

𝐧 + 𝟏
 

 

 
 
 
 
 

 

 

Therefore, as explained in paragraph (33.1) above, we first solve the following differential equation:  

𝐐′ 𝐭 = 𝐃𝐐(𝐭)(11) 

Then, we have: 

𝐐′ 𝐭 =

 

 
 
−(ʎ + 𝛍) + 𝟐 ʎ𝛍 𝐜𝐨𝐬  



𝐧 + 𝟏
 ⋯ 𝟎

⋮ ⋱ ⋮

𝟎 ⋯ −(ʎ + 𝛍) + 𝟐 ʎ𝛍 𝐜𝐨𝐬  
𝐧

𝐧 + 𝟏
 
 

 
 
 
𝐐𝟏 𝐭 
⋮

𝐐𝐧 𝐭 
  

 

So(43), 
𝐐𝟏
′  𝐭 
…

𝐐𝐧
′  𝐭 

 =  

 −(ʎ + 𝛍) + 𝟐 ʎ𝛍𝐜𝐨𝐬  


𝐧+𝟏
  𝐐𝟏 𝐭 

⋮

 −(ʎ + 𝛍) + 𝟐 ʎ𝛍 𝐜𝐨𝐬  
𝐧

𝐧+𝟏
  𝐐𝐧 𝐭 

  

 

Thus(44),         𝐐𝐤 𝐭 = 𝛅𝐤𝐞
 −(ʎ+𝛍)+𝟐 ʎ𝛍 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
  𝐭        ;       𝐤 = 𝟏,… ,𝐧 

With 𝛅𝐤is a constant to be determined, if we have an initial condition. 
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Therefore, and according to the following relation:   𝐏 𝐭 = 𝐒𝐐 𝐭 (10) 

 

We have(45): 

𝐏 𝐭 = 𝛄+

 

 
 
 
 
  

ʎ

𝛍
𝐬𝐢𝐧  



𝐧 + 𝟏
 ⋯   

ʎ

𝛍
 

𝐧

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 

⋮ ⋱ ⋮

 
ʎ

𝛍
𝐬𝐢𝐧  

𝐧

𝐧 + 𝟏
 ⋯   

ʎ

𝛍
 

𝐧

𝐬𝐢𝐧  
𝐧𝟐

𝐧 + 𝟏
 

 

 
 
 
 
 

 
𝛅𝟏𝐞

 −(ʎ+𝛍)+𝟐 ʎ𝛍 𝐜𝐨𝐬 


𝐧+𝟏
  𝐭

⋮

𝛅𝐧𝐞
 −(ʎ+𝛍)+𝟐 ʎ𝛍 𝐜𝐨𝐬 

𝐧

𝐧+𝟏
  𝐭

  

 

Finally, 𝐏𝐣 𝐭 is in the following form(46): 

𝐏𝐣 𝐭 = 𝛄+  𝛅𝐤   
ʎ

𝛍
 

𝐤

𝐬𝐢𝐧  
𝐣𝐤

𝐧 + 𝟏
 𝐞 −(ʎ+𝛍)+𝟐 ʎ𝛍 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
  𝐭  ;    𝐣 = 𝟏,… ,𝐧 

𝐧

𝐤=𝟏

 

 

Noting that the constant 𝛄+is obtained if we have an initial condition (Example: 𝐗𝐤 𝟎 = 𝐜𝐬𝐭;  𝐤 = 𝟏,… ,𝐧) 

Noting that the constant𝛅𝐤is obtained if we have an initial condition (Example: 𝛅𝐤 𝟎 = 𝐜𝐬𝐭  ;  𝐤 = 𝟏,… ,𝐧) 

 

3.3.3    ∀ i = 1,… , n     ;     μi = ʎi = βi  

Thus we obtain the matrix A of the following form:𝐀 =  

−𝟐𝛃𝟏 𝛃𝟏 𝟎
𝛃𝟏 ⋱ 𝛃𝐧−𝟏
𝟎 𝛃𝐧−𝟏 −𝟐𝛃𝐧

  

 

We’ll look for the eigenvalues and the associatedeigenvectors of the matrix A. 

Let 𝛂be an eigenvalue of the matrixA and𝐱 ∈ ℝ𝐧 − {𝟎,… ,𝟎} an associated eigenvector, such that:𝐀𝐗 = 𝛂𝐗 

 

Then, we have(47):

 
 
 

 
 

−𝟐𝛃𝟏𝐱𝟏 + 𝛃𝟏𝐱𝟐 = 𝛂𝐱𝟏
…

𝛃𝐤−𝟏𝐱𝐤−𝟏−𝟐𝛃𝐤𝐱𝐤 + 𝛃𝐤+𝟏𝐱𝐤+𝟏 = 𝛂𝐱𝐤;   𝐤 = 𝟐,… ,𝐧 − 𝟏
…

𝛃𝐧−𝟏𝐱𝐧−𝟏−𝟐𝛃𝐧𝐱𝐧 = 𝛂𝐱𝐧

  

 

So (48),𝛃𝐤+𝟏𝐱𝐤+𝟏 −  𝟐𝛃𝐤 + 𝛂 𝐱𝐤 + 𝛃𝐤−𝟏𝐱𝐤−𝟏 = 𝟎     ;     𝐤 = 𝟏,… ,𝐧(See [7]) 

 

We put:𝐱𝐤 = 𝐪𝐤 

 

So we get:𝛃𝐤+𝟏𝐪
𝐤+𝟏 −  𝟐𝛃𝐤 + 𝛂 𝐪𝐤 + 𝛃𝐤−𝟏𝐪

𝐤−𝟏 = 𝟎 

 

Thus for k=n we obtain:𝛃𝐧+𝟏𝐪
𝐧+𝟏 −  𝟐𝛃𝐧 + 𝛂 𝐪𝐧 + 𝛃𝐧−𝟏𝐪

𝐧−𝟏 = 𝟎 

 

Dividing the last equation by:  𝐪𝐤−𝐧 

 

The relation becomes:𝛃𝐧+𝟏𝐪
𝐤+𝟏 −  𝟐𝛃𝐧 + 𝛂 𝐪𝐤 + 𝛃𝐧−𝟏𝐪

𝐤−𝟏 = 𝟎(49) 

 

By dividing the equation by:  𝐪𝐤−𝟏 

 

The characteristic equationbecomes: 𝛃𝐧+𝟏𝐪
𝟐 −  𝟐𝛃𝐧 + 𝛂 𝐪 + 𝛃𝐧−𝟏 = 𝟎(50) 

 

Of discriminant:   ∆=  𝟐𝛃𝐧 + 𝛂 𝟐 − 𝟒𝛃𝐧−𝟏𝛃𝐧+𝟏(51) 

 

We will discuss the solutions according to the sign of λ and the values of the initials conditions: 

 

𝟏𝐬𝐭𝐜𝐚𝐬𝐞 :𝛂 ∈  −∞ ;−𝟐 𝛃𝐧 +  𝛃𝐧−𝟏𝛃𝐧+𝟏   −𝟐 𝛃𝐧 − 𝛃𝐧−𝟏𝛃𝐧+𝟏  ; +∞ ⇒ ∆> 0 

𝟐𝐧𝐝𝐜𝐚𝐬𝐞:𝛂 = −𝟐 𝛃𝐧 ±  𝛃𝐧−𝟏𝛃𝐧+𝟏      ⇒∆= 𝟎 



Birth and Death Processes with Finished Number of States 

www.ijmsi.org                                                                  9 | Page 

𝟑𝐫𝐝𝐜𝐚𝐬𝐞:𝛂 ∈  −𝟐 𝛃𝐧 +  𝛃𝐧−𝟏𝛃𝐧+𝟏 ;  −𝟐 𝛃𝐧 −  𝛃𝐧−𝟏𝛃𝐧+𝟏  ⇒∆< 𝟎 

 

Thus, as we see in the first case where the coefficients ʎ𝐤andµ𝐤are equal to the same constant,if we choose the 

following conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

The solutions exist for:     ∆< 𝟎 

Thus we put:𝛂 = −𝟐𝛃𝐧 + 𝟐 𝛃𝐧−𝟏𝛃𝐧+𝟏𝐜𝐨𝐬 𝛉     ;     𝛉 ∈  𝟎,   ,𝟐  

Hence the characteristic equation becomes:𝛃𝐧+𝟏𝐪
𝟐 − 𝟐𝐪 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬 𝛉 + 𝛃𝐧−𝟏 = 𝟎(52) 

Therefore, as 𝛃𝐧−𝟏 ≠ 𝟎 (𝐤 = 𝟏,… ,𝐧), we have:
𝛃𝐧+𝟏

𝛃𝐧−𝟏
𝐪𝟐 + 𝟐𝐪 

𝛃𝐧+𝟏

𝛃𝐧−𝟏
𝐜𝐨𝐬 𝛉 + 𝟏 = 𝟎     

Thus we have the following relation(53): 

𝛃𝐧+𝟏

𝛃𝐧−𝟏
𝐪𝟐 + 𝟐 

𝛃𝐧+𝟏

𝛃𝐧−𝟏
𝐜𝐨𝐬 𝛉 𝐪 + 𝟏 =   

𝛃𝐧+𝟏

𝛃𝐧−𝟏
𝐪 − 𝐞𝐢𝛉   

𝛃𝐧+𝟏

𝛃𝐧−𝟏
𝐪 − 𝐞−𝐢𝛉  

 

Which give(23):   𝐱𝐤 = 𝛒𝐤 𝛄− 𝐜𝐨𝐬 𝐤𝛉 + 𝛄+ 𝐬𝐢𝐧 𝐤𝛉  ;     k=1, …, n 

With: 𝛒 =  𝛚 =  
𝛃𝐧−𝟏

𝛃𝐧+𝟏
and 𝛉 = 𝐚𝐫𝐠 𝛚  

Thus the sequence of recurrence of order 2 admits as solution(54):    

𝐱𝐤 =   
𝛃𝐧−𝟏

𝛃𝐧+𝟏
 
𝐤

 𝛄− 𝐜𝐨𝐬 𝐤𝛉 + 𝛄+ 𝐬𝐢𝐧 𝐤𝛉    ;    k=1, …,n 

 

Using the initials conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

We obtain for  𝐱𝟎 = 𝟎:       𝛄− = 𝟎 

So(55),𝐱𝐤 = 𝛄+   
𝛃𝐧−𝟏

𝛃𝐧+𝟏
 
𝐤

𝐬𝐢𝐧 𝐤𝛉    ;k=1, …,n 

The condition  𝐱𝐧+𝟏 = 𝟎gives𝛄+ = 𝟎or𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎 

If   𝛄+ = 𝟎  than   𝐗 =  𝟎   →     𝐓𝐡𝐞𝐫𝐞𝐟𝐨𝐫𝐞, it is excluded. 

If 𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎than𝛉 =
𝐤

𝐧+𝟏
 

Thus, the eigenvalues of the matrix A(Called 𝛂𝐤;  𝐤 = 𝟏,… ,𝐧) are of the form(56): 

∀ 𝛂𝐤 ∈  −𝟐 𝛃𝐧 +  𝛃𝐧−𝟏𝛃𝐧+𝟏 ;  −𝟐 𝛃𝐧 − 𝛃𝐧−𝟏𝛃𝐧+𝟏   𝛂𝐤 = −𝟐 𝛃𝐧 −  𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬  
𝐤

𝐧+𝟏
   

 

And the eigenvectorsassociated with the eigenvalues of the matrix A are (57): 

 𝐱𝐤 𝐣 = 𝛄+   
𝛃𝐧−𝟏
𝛃𝐧+𝟏

 

𝐤

𝐬𝐢𝐧  𝐣
𝐤

𝐧 + 𝟏
       ;      𝟏 ≤ 𝐣,𝐤 ≤ 𝐧 

 

We return to our equation:    𝐏′ 𝐭 = 𝐀.𝐏 𝐭 (7) 

We have S a matrix whose columns are the eigenvectors associated with the eigenvalues of the matrix A, such 

that it is presented in the following form(58): 

𝐒 = 𝛄+

 

 
 
 
 
  

𝛃𝐧−𝟏
𝛃𝐧+𝟏

𝐬𝐢𝐧  


𝐧 + 𝟏
 ⋯   

𝛃𝐧−𝟏
𝛃𝐧+𝟏

 

𝐧

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 

⋮ ⋱ ⋮

 
𝛃𝐧−𝟏
𝛃𝐧+𝟏

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 ⋯   

𝛃𝐧−𝟏
𝛃𝐧+𝟏

 

𝐧

𝐬𝐢𝐧  
𝐧𝟐

𝐧 + 𝟏
 

 

 
 
 
 
 

 

 

We first solve the following differential equation:𝐐′ 𝐭 = 𝐃𝐐(𝐭)(11) 

 

Then, we have:𝐐′ 𝐭 = −𝟐 

𝛃𝐧 −  𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬  


𝐧+𝟏
 ⋯ 𝟎

⋮ ⋱ ⋮

𝟎 ⋯ 𝛃𝐧 − 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬  
𝐧

𝐧+𝟏
 

  
𝐐𝟏 𝐭 
⋮

𝐐𝐧 𝐭 
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So(59),    
𝐐𝟏
′  𝐭 
…

𝐐𝐧
′  𝐭 

 = −𝟐 

 𝛃𝐧 −  𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬  


𝐧+𝟏
  𝐐𝟏 𝐭 

⋮

 𝛃𝐧 − 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬  
𝐧

𝐧+𝟏
  𝐐𝐧 𝐭 

  

 

Thus(60),                    𝐐𝐤 𝐭 = 𝛅𝐤𝐞
 𝛃𝐧− 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
  𝐭      ;      𝐤 = 𝟏,… ,𝐧 

With 𝛅𝐤 a constant to be determined, if one has an initial condition. 

 

Therefore, and according to the following relation:    𝐏 𝐭 = 𝐒𝐐 𝐭 (10) 

We have 

(61):𝐏 𝐭 = 𝛄+

 

  
 
 
𝛃𝐧−𝟏

𝛃𝐧+𝟏
𝐬𝐢𝐧  



𝐧+𝟏
 ⋯   

𝛃𝐧−𝟏

𝛃𝐧+𝟏
 
𝐧

𝐬𝐢𝐧  
𝐧

𝐧+𝟏
 

⋮ ⋱ ⋮

 
𝛃𝐧−𝟏

𝛃𝐧+𝟏
𝐬𝐢𝐧  

𝐧

𝐧+𝟏
 ⋯   

𝛃𝐧−𝟏

𝛃𝐧+𝟏
 
𝐧

𝐬𝐢𝐧  
𝐧𝟐

𝐧+𝟏
 
 

  
 
 
𝛅𝟏𝐞

 𝛃𝐧− 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬 


𝐧+𝟏
  𝐭

⋮

𝛅𝐧𝐞
 𝛃𝐧− 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬 

𝐧

𝐧+𝟏
  𝐭

  

 

Finally, 𝐏𝐣 𝐭  is in the following form(62): 

𝐏𝐣 𝐭 = 𝛄+  𝛅𝐤   
𝛃𝐧−𝟏

𝛃𝐧+𝟏
 
𝐤

𝐬𝐢𝐧  
𝐣𝐤

𝐧+𝟏
 𝐞 𝛃𝐧− 𝛃𝐧−𝟏𝛃𝐧+𝟏 𝐜𝐨𝐬 

𝐧

𝐧+𝟏
  𝐭𝐧

𝐤=𝟏 ;   𝐣 = 𝟏,… ,𝐧 

 

Note that the constant 𝛄+is obtained if an initial condition exists (Example: 𝐗𝐤 𝟎 = 𝐜𝐬𝐭;  𝐤 = 𝟏,… ,𝐧) 

Note also that the constant 𝛅𝐤is obtained if an initial condition exists (Example: 𝛅𝐤 𝟎 = 𝐜𝐬𝐭; 𝐤 = 𝟏,… ,𝐧) 

 

 

4. Conclusion 
Many important stochastic counting models can be written as general Birth-Death Processes (BDPs). BDPs 

are continuous-time Markov chains on the non-negative integers in which only jumps to adjacent states are 

allowed. BDPs can be used to easily parameterize a rich variety of probability distributions onthe non-negative 

integers, and straightforward conditions guarantee that these distributions are proper.BDPs also provide a 

mechanistic interpretation – birth and death of actual particles or organisms – that has proven useful in ecology, 

physics, and chemistry. 

Finally, thanks to this law, several problems can be solved, used more particularly in biology, demography, 

physics, sociology, statistics ... etc. And also to account for the changing size of any type of population and the 

problems related to waiting phenomena. 
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