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Abstract:ABirth and Death Processes(BDPs) is a continuous-time Markov chain that counts the number of 

particles in a system over time, they are popular modeling tools in population evolution, used more particularly 

in biology, genetics, epidemiology, ecology, demography, physics, sociology, statistic...etc. 

In this paper we will complete the resolution of the Chapman Kolmogorov's equationin the general case (See 

[1]), by giving the general form of the law of this processes. 
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I. INTRODUCTION
- The lack of theoretical progress in developing statistical tools for dealing with data from Birth and Death 

Processes(BDPs) has hindered their adoption by applied researchers. 

- Statistical inference of the instantaneous particle birth and death rates also remains largely limited to 

continuouslyobserved processes in which perparticle birth and death rates are constants. 

- In this article, and in order to complete the resolution of Chapman Kolmogorov's equation in the general 

case, we present in the first section a reminder on the BDPs model and in the second section the procedure 

followed in the resolution of this equation and also the solution found for this equation.

 

 

1. Presentation of the model: 

 

Our study will be limited on the states between 1 and n, so we identify the states of this process with: 

Pi(t)(i=1,…,n) 

Knowing that:𝐏𝐣 𝐭 = 𝐏 𝐗𝐭 = 𝐣      ;     (Where  𝐏 𝐗𝐭 = 𝐢 𝐧
𝐢=𝟏 = 𝟏) 

(Where 𝐗𝐭is 𝐚𝐝𝐢𝐬𝐜𝐫𝐞𝐭𝐞 and 𝐡𝐨𝐦𝐨𝐠𝐞𝐧𝐞𝐨𝐮𝐬𝐬𝐭𝐨𝐜𝐡𝐚𝐬𝐭𝐢𝐜𝐩𝐫𝐨𝐜𝐞𝐬𝐬(𝐭 ∈ ℝ+)) 

 

Let P(t)the column matrix of type(n, 1)such as:  𝐏(𝐭)𝐭 = (𝐏𝟏 𝐭 , 𝐏𝟐 𝐭 , … , 𝐏𝐧 𝐭    ;   (𝐭 ∈ ℝ
+) 

 

Let,                         𝐏𝐢𝐣(∆𝐭) = 𝐏(𝐗𝐭+∆𝐭 = 𝐣/𝐗𝐭 = 𝐢)    (1) 

(The transition probability of the stateito the statej) 

 

- The Birth and DeathProcess is defined as follows (See  𝟐 ):  

 

 Definition: 

𝐏𝐢𝐣 ∆𝐭 =

 
 
 

 
 ʎ𝐢∆𝐭 + 𝐨 ∆𝐭        ;        𝐢𝐟𝐣 = 𝐢 + 𝟏

µ
𝐢
∆𝐭 + 𝐨 ∆𝐭        ;       𝐢𝐟𝐣 = 𝐢 − 𝟏

𝟏 −  ʎ𝐢 + µ
𝐢
 ∆𝐭 + 𝐨 ∆𝐭       ;       𝐢𝐟𝐣 = 𝐢

𝐨 ∆𝐭            ;           𝐢𝐟 𝐣 − 𝐢 ≥ 𝟐

 (2) 

 

- We have the following proposition (See demonstration in [1]): 

 

 Proposition: 

  - Let 𝐏𝐢 𝐭 aBirth and Death𝐏𝐫𝐨𝐜𝐞𝐬𝐬  𝐢 = 𝟏,… , 𝐧 . 
    Withʎ𝐤 𝐤 = 𝟏,… , 𝐧  is the birth rate and𝛍𝐤 𝐤 = 𝟏,… , 𝐧  is the death rate. 
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  - Thus we have the following system of linear differential equations (See  𝟑 ): 

 

 
 
 

 
 

𝐏𝟏
ʎ 𝐭 = −(ʎ𝟏 + µ

𝟏
)𝐏𝟏 𝐭 + µ

𝟐
𝐏𝟐(𝐭)

…
𝐏𝐣

ʎ 𝐭 = ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 − (ʎ𝐣 + µ
𝐣
)𝐏𝐣 𝐭 + µ

𝐣+𝟏
𝐏𝐣+𝟏(𝐭)

…
𝐏𝐧

ʎ 𝐭 = ʎ𝐧−𝟏𝐏𝐧−𝟏 𝐭 −  ʎ𝐧 + µ
𝐧
 𝐏𝐧 𝐭 

     ;     𝐣 = 𝟐,… , 𝐧 − 𝟏(3) 

 

 

Therefore,we obtain:         𝐏ʎ 𝐭 = 𝐀. 𝐏 𝐭 (4) 

 

With𝐀 ∈ 𝐌𝐧 ℝ andPa column matrix of type 𝐧, 𝟏 : 
 

𝐀 =  

−(ʎ𝟏 + 𝛍𝟏) 𝛍𝟐 𝟎
ʎ𝟏 ⋱ 𝛍𝐧
𝟎 ʎ𝐧−𝟏 −(ʎ𝐧 + 𝛍𝐧)

  

 

This represents the famous Chapman Kolmogorov’s equation (See [2]and [7]). 

 

- As we saw in the previous article (See [1]), we have presented solutions of the Chapman Kolmogorov's 

equationin three cases, so that we will present the solution of this equation in the general case. 

 

2. Solving the equation 𝐏ʎ 𝐭 = 𝐀. 𝐏 𝐭  4 in the general case: 
2.1 Procedure followed in solving this equation: 

 

Our objective is solving this equation:𝐏ʎ 𝐭 = 𝐀. 𝐏 𝐭  4  
So we have to solve the following system of linear differential equations (See  𝟏 ): 

 

 
 
 

 
 

𝐏𝟏
ʎ 𝐭 = −(ʎ𝟏 + µ

𝟏
)𝐏𝟏 𝐭 + µ

𝟐
𝐏𝟐(𝐭)

…
𝐏𝐣

ʎ 𝐭 = ʎ𝐣−𝟏𝐏𝐣−𝟏 𝐭 − (ʎ𝐣 + µ
𝐣
)𝐏𝐣 𝐭 + µ

𝐣+𝟏
𝐏𝐣+𝟏(𝐭)

…
𝐏𝐧

ʎ 𝐭 = ʎ𝐧−𝟏𝐏𝐧−𝟏 𝐭 − µ
𝐧
𝐏𝐧(𝐭)

   ;    𝐣 = 𝟐,… , 𝐧 − 𝟏(3) 

 

We have proved that the matrix A is diagonalizable (See  𝟏 ), thenthe eigenvalues of the matrix A and the 

eigenvectors associated will be searched. 

So, the matrix S, whose columns are the eigenvectors associated with the eigenvalues of the matrix A, will be 

determined. 

Therefore, we have:𝐀 = 𝐒𝐃𝐒−𝟏(5) 

(Dis a diagonal matrix with the proper values of the matrix A on her principal diagonal) 

 

Next we will put the following change of variable:𝐐 𝐭 = 𝐒−𝟏𝐏 𝐭 (6) 

So, 𝐐ʎ 𝐭 = 𝐒−𝟏𝐏ʎ 𝐭 = 𝐒−𝟏𝐀𝐏 𝐭 = 𝐒−𝟏𝐀𝐒𝐐 𝐭 = 𝐃𝐐 𝐭 (Because:𝐏 𝐭 = 𝐒𝐐 𝐭    (7)) 

Thus we solve firstthe equation:𝐐ʎ 𝐭 = 𝐃𝐐 𝐭 (8) 

Then we concludeP(t) according to the relation:      𝐏 𝐭 = 𝐒𝐐 𝐭 (9) 

 

2.2 Resolution of the general case:anyʎ𝐢and𝛍𝐢    ( 𝐢 = 𝟏,… , 𝐧) 

 

Thus we obtain the matrix A of the following form:        

𝐀 =  
− ʎ𝟏 + 𝛍𝟏 𝛍𝟐 𝟎

ʎ𝟏 ⋱ 𝛍𝐧
𝟎 ʎ𝐧−𝟏 − ʎ𝐧 + 𝛍𝐧 

  

 

We’ll look for the eigenvalues and the associated eigenvectors of the matrix A. 

Let 𝛂be an eigenvalue of the matrixA and𝐱 ∈ ℝ𝐧 − (𝟎,… , 𝟎) an associated eigenvector, such that: 𝐀𝐗 = 𝛂𝐗 
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Then, we have (10):

 
 
 

 
 

− ʎ𝟏 + 𝛍𝟏 𝐱𝟏 + 𝛍𝟐𝐱𝟐 = 𝛂𝐱𝟏
…

ʎ𝐤−𝟏𝐱𝐤−𝟏 −  ʎ𝐤+µ
𝐤
 𝐱𝐤 + 𝛍𝐤+𝟏𝐱𝐤+𝟏 = 𝛂𝐱𝐤;     𝐤 = 𝟐,… , 𝐧 − 𝟏

…
ʎ𝐧−𝟏𝐱𝐧−𝟏 −  ʎ𝐧+µ

𝒏
 𝐱𝐧 = 𝛂𝐱𝐧

  

 

So (11),

 
 
 

 
 

− ʎ𝟏 + 𝛍𝟏 + 𝛂 𝐱𝟏 + 𝛍𝟐𝐱𝟐 = 𝟎
…

ʎ𝐤−𝟏𝐱𝐤−𝟏 −  ʎ𝐤+µ
𝒌

+ 𝛂 𝐱𝐤 + 𝛍𝐤+𝟏𝐱𝐤+𝟏 = 𝟎     ;     𝐤 = 𝟐,… , 𝐧 − 𝟏
…

ʎ𝐧−𝟏𝐱𝐧−𝟏 −  ʎ𝐧+µ
𝒏

+ 𝛂 𝐱𝐧 = 𝟎

  

 

So (12),                      𝛍𝐤+𝟏𝐱𝐤+𝟏 −  ʎ𝐤+µ
𝐤

+ 𝛂 𝐱𝐤 + ʎ𝐤−𝟏𝐱𝐤−𝟏 = 𝟎     ;     𝐤 = 𝟏,… , 𝐧(See [8]) 

 

We put:   𝐱𝐤 = 𝐪𝐤 

 

So we get:               𝛍𝐤+𝟏𝐪
𝐤+𝟏 −  ʎ𝐤+µ

𝐤
+ 𝛂 𝐪𝐤 + ʎ𝐤−𝟏𝐪

𝐤−𝟏 = 𝟎 

 

Thus for k=n we obtain:  𝛍𝐧+𝟏𝐪
𝐧+𝟏 −  ʎ𝐧+µ

𝐧
+ 𝛂 𝐪𝐧 + ʎ𝐧−𝟏𝐪

𝐧−𝟏 = 𝟎 

 

Dividing the last equation by:  𝐪𝐤−𝐧 

 

The relation becomes:𝛍𝐧+𝟏𝐪
𝐤+𝟏 −  ʎ𝐧+µ

𝐧
+ 𝛂 𝐪𝐤 + ʎ𝐧−𝟏𝐪

𝐤−𝟏 = 𝟎(13) 

 

By dividing the equation by:𝐪𝐤−𝟏 

 

The characteristic equation becomes:𝛍𝐧+𝟏𝐪
𝟐 −  ʎ𝐧+µ

𝐧
+ 𝛂 𝐪 + ʎ𝐧−𝟏 = 𝟎(14) 

 

Of discriminant:∆=  ʎ𝐧 + µ
𝐧

+ 𝛂 
𝟐
−4ʎ𝐧−𝟏𝛍𝐧+𝟏(15) 

 

- We will discuss the solutions according to the sign of ʎand the values of the initials conditions: 

𝟏𝐬𝐭𝐜𝐚𝐬𝐞:𝛂 ∈  −ʎ ; − ʎ𝐧 + µ
𝐧
 − 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏  − ʎ𝐧 + µ

𝐧
 + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 ; +ʎ  ⇒  ∆> 0 

 

Therefore the characteristic equation admits two conjugate real𝐬𝐨𝐥𝐮𝐭𝐢𝐨𝐧𝐬 𝐫− and  𝐫+ given by: 

𝐫± =
ʎ𝐧 + 𝛍𝐧 + 𝛂

𝟐𝛍𝐧+𝟏

±   
ʎ𝐧 + 𝛍𝐧 + 𝛂

𝟐𝛍𝐧+𝟏

 
𝟐

−
ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

 

Therefore,  𝐱𝐤 𝟏≤𝐤,𝐢≤𝐧is given by:𝐱𝐤 = 𝛄−𝐫−
𝐤 + 𝛄+𝐫+

𝐤(16) 

Where the coefficients 𝛄−and 𝛄+are provided by the following conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

Thus we obtain:                
𝛄− + 𝛄+ = 𝟎

𝛄− 𝐫−
𝐧+𝟏 − 𝐫+

𝐧+𝟏 = 𝟎
  

Therefore, we have:𝛄− = 𝛄+ = 𝟎so,      𝐗 =  𝟎 ʎWhich is excluded. 

 Therefore, this case is empty. 

 

𝟐𝐧𝐝𝐜𝐚𝐬𝐞: 𝛂 = − ʎ𝐧 + µ
𝐧
 ± 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 ⇒∆= 𝟎 

Then the characteristic equation admits a double real solution, (Nominated𝐫𝟎), such that (17): 

𝐱𝐤 = (𝛄− + 𝐤𝛄+)𝐫𝟎
𝐤     ;     k=1, …, n      

The condition:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎give    𝛄− = 𝛄+ = 𝟎 

In the end: 𝐗 =  𝟎 ʎ   which is excluded. 

 This second case is also empty. 

 

𝟑𝐫𝐝𝐜𝐚𝐬𝐞: 𝛂 ∈  − ʎ𝐧 + µ
𝐧
 − 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏;  − ʎ𝐧 + µ

𝐧
 + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 ⇒∆< 𝟎 

The solutions exist for:     ∆< 𝟎 

Thus we put:        𝛂 = − ʎ𝐧 + µ
𝐧
 + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬 𝛉     ;     𝛉 ∈  𝟎,   , 𝟐  
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Hence the characteristic equation becomes:𝛍𝐧+𝟏𝐪
𝟐 − 𝟐𝐪 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬 𝛉 + ʎ𝐧−𝟏 = 𝟎(18) 

Therefore, asʎ𝐧−𝟏 ≠ 𝟎 (𝐤 = 𝟏,… , 𝐧), we have:
𝛍𝐧+𝟏

ʎ𝐧−𝟏
𝐪𝟐 + 𝟐𝐪 

𝛍𝐧+𝟏

ʎ𝐧−𝟏
𝐜𝐨𝐬 𝛉 + 𝟏 = 𝟎     

Thus we have the following relation (19): 

𝛍𝐧+𝟏

ʎ𝐧−𝟏
𝐪𝟐 + 𝟐 

𝛍𝐧+𝟏

ʎ𝐧−𝟏
𝐜𝐨𝐬 𝛉 𝐪 + 𝟏 =   

𝛍𝐧+𝟏

ʎ𝐧−𝟏
𝐪 − 𝐞𝐢𝛉   

𝛍𝐧+𝟏

ʎ𝐧−𝟏
𝐪 − 𝐞−𝐢𝛉  

 

Which give (20): 𝐱𝐤 = 𝛒𝐤 𝛄− 𝐜𝐨𝐬 𝐤𝛉 + 𝛄+ 𝐬𝐢𝐧 𝐤𝛉  ;     k=1, …, n    

With:𝛒 =  𝛚 =  
ʎ𝐧−𝟏

𝛍𝐧+𝟏
    and    𝛉 = 𝐚𝐫𝐠 𝛚  

Thus the sequence of recurrence of order 2 admits as solution (21):    

𝐱𝐤 =   
ʎ𝐧−𝟏

𝛍𝐧+𝟏
 

𝐤

 𝛄+ 𝐜𝐨𝐬 𝐤𝛉 + 𝛄− 𝐬𝐢𝐧 𝐤𝛉    ;k=1, …,n 

Using the initials conditions:𝐱𝟎 = 𝐱𝐧+𝟏 = 𝟎 

We obtain for  𝐱𝟎 = 𝟎:𝛄− = 𝟎 

So (22),                 𝐱𝐤 = 𝛄+   
ʎ𝐧−𝟏

𝛍𝐧+𝟏
 

𝐤

𝐬𝐢𝐧 𝐤𝛉;k=1, …,n     

The condition𝐱𝐧+𝟏 = 𝟎gives𝛄+ = 𝟎or𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎 

If  𝛄+ = 𝟎than 𝐗 =  𝟎 → 𝐓𝐡𝐞𝐫𝐞𝐟𝐨𝐫𝐞,  it is excluded. 

If 𝐬𝐢𝐧 𝐧 + 𝟏 𝛉 = 𝟎than 𝛉 =
𝐤

𝐧+𝟏
 

Thus, the eigenvalues of the matrix A (Called 𝛂𝐤;  𝐤 = 𝟏,… , 𝐧) are of the form(23): 

∀𝛂𝐤 ∈  − ʎ𝐧 + µ
𝐧
 − 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏;  − ʎ𝐧 + µ

𝐧
 + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏  

 𝛂𝐤 = −(ʎ𝐧 + 𝛍𝐧) + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬  
𝐤

𝐧 + 𝟏
  

And the eigenvectorsassociated with the eigenvalues of the matrix A are (24): 

 𝐱𝐤 𝐣 = 𝛄+   
ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

𝐤

𝐬𝐢𝐧  𝐣
𝐤

𝐧 + 𝟏
      ;     𝟏 ≤ 𝐣, 𝐤 ≤ 𝐧 

We return to our equation:𝐏ʎ 𝐭 = 𝐀. 𝐏 𝐭 (25) 

We have S a matrix whose columns are the eigenvectors associated with the eigenvalues of the matrix A, such 

that it is presented in the following form (26): 

𝐒 = 𝛄+

 

 
 
 
 

ʎ𝐧−𝟏

𝛍𝐧+𝟏

𝐬𝐢𝐧  


𝐧 + 𝟏
 ⋯   

ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

𝐧

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 

⋮ ⋱ ⋮

 
ʎ𝐧−𝟏

𝛍𝐧+𝟏

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 ⋯   

ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

𝐧

𝐬𝐢𝐧  
𝐧𝟐

𝐧 + 𝟏
 
 

 
 
 

 

  We first solve the following differential equation:𝐐ʎ 𝐭 = 𝐃𝐐 𝐭 (27) 

Then, we have: 

𝐐ʎ 𝐭 =

 

 
 
−(ʎ𝐧 + 𝛍𝐧) + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬  



𝐧 + 𝟏
 ⋯ 𝟎

⋮ ⋱ ⋮

𝟎 ⋯ −(ʎ𝐧 + 𝛍𝐧) + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬  
𝐧

𝐧 + 𝟏
 
 

 
 
 
𝐐𝟏 𝐭 
⋮

𝐐𝐧 𝐭 
  

So (28),                             
𝐐𝟏

ʎ 𝐭 
…

𝐐𝐧
ʎ 𝐭 

 =  

 −(ʎ𝐧 + 𝛍𝐧) + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬  


𝐧+𝟏
  𝐐𝟏 𝐭 

⋮

 −(ʎ𝐧 + 𝛍𝐧) + 𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬  
𝐧

𝐧+𝟏
  𝐐𝐧 𝐭 

  

 

Thus (29), 𝐐𝐤 𝐭 = 𝛅𝐤𝐞
 −(ʎ𝐧+𝛍𝐧)+𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
  𝐭      ;      𝐤 = 𝟏,… , 𝐧 

 

With𝛅𝐤 a constant to be determined, if we have has an initial condition. 

 

Therefore, and according to the following relation:   𝐏 𝐭 = 𝐒𝐐 𝐭 (9) 
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We have (30): 

𝐏 𝐭 = 𝛄+

 

 
 
 
 

ʎ𝐧−𝟏

𝛍𝐧+𝟏

𝐬𝐢𝐧  


𝐧 + 𝟏
 ⋯   

ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

𝐧

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 

⋮ ⋱ ⋮

 
ʎ𝐧−𝟏

𝛍𝐧+𝟏

𝐬𝐢𝐧  
𝐧

𝐧 + 𝟏
 ⋯   

ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

𝐧

𝐬𝐢𝐧  
𝐧𝟐

𝐧 + 𝟏
 
 

 
 
 
 
𝛅𝟏𝐞

 −(ʎ𝐧+𝛍𝐧)+𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏𝐜𝐨𝐬 


𝐧+𝟏
  𝐭

⋮

𝛅𝐧𝐞
 −(ʎ𝐧+𝛍𝐧)+𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏𝐜𝐨𝐬 

𝐧

𝐧+𝟏
  𝐭

  

Finally, for 𝐣 between 𝟏 and 𝐧, 𝐏𝐣 𝐭  is in the following form (31): 

𝐏𝐣 𝐭 = 𝛄+ 𝛅𝐤   
ʎ𝐧−𝟏

𝛍𝐧+𝟏

 

𝐤

𝐬𝐢𝐧  
𝐣𝐤

𝐧 + 𝟏
 𝐞 −(ʎ𝐧+𝛍𝐧)+𝟐 ʎ𝐧−𝟏𝛍𝐧+𝟏 𝐜𝐨𝐬 

𝐤

𝐧+𝟏
  𝐭      ;      𝐣 = 𝟏,… , 𝐧

𝐧

𝐤=𝟏

 

 

Note that the constant 𝛄+ is obtained if an initial condition exists (Example:  𝐗𝐤 𝟎 = 𝐜𝐬𝐭;𝐤 = 𝟏,… , 𝐧) 

Note also that the constant 𝛅𝐤is obtained if an initial condition exists (Example: 𝛅𝐤 𝟎 = 𝐜𝐬𝐭  ;  𝐤 = 𝟏,… , 𝐧) 

 

II. CONCLUSION: 

 Thanks to this law, several problems can be solved, used more particularly in biology, demography, physics, 

sociology, statistics ... etc.  

And also to account for the changing size of any type of population and the problems related to waiting 

phenomena. 
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